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MULTIPHASE FLUIDS IN POROUS MEDIA—A REVIEW OF THEORIES PERTINENT TO HYDROLOGIC STUDIES

By Robert W. Stallman

ABSTRACT

Studies of the occurrence of surface water and ground water are commonly made with little or no regard to the unsaturated zone. Yet, this zone between the land surface and the saturated earth materials has a significant influence on the distribution of both surface water and ground water as a function of time and space. Where man's use of water results in the full development or major rearrangement of water distribution, the dynamic effects on water distribution caused by hydrologic processes in the unsaturated zone must be considered in evaluating the total water resource. Further, the unsaturated zone must be treated as a dynamic influence on water distribution. Treating the unsaturated zone as a dynamic component in the hydrologic cycle requires (1) understanding of the basic laws of multiphase fluid movement through porous media, (2) means for identifying the features of the earth materials in the unsaturated zone on which flow is dependent, and (3) techniques whereby understanding of this system might be translated into practical engineering computations which will define the effects to be expected from a postulated change in water distribution.

This report summarizes the present status of the theory of occurrence of multiphase fluids in physically and chemically stable porous media and the laws of flow of the vapor and liquid phases. Review of the literature indicates that the theory of isothermal liquid flow has been sufficiently developed and tested to provide an adequate basis for use in practical engineering investigations of flow through the unsaturated zone. However, the extensive application of theory evidently must await the development of more practical means for evaluating the pertinent hydrologic and physical characteristics of earth materials in the field and for making the required calculations to define the flow regime. Theoretical descriptions of anisothermal liquid and vapor flow through unsaturated rocks have been advanced, but have not yet been fully tested in the laboratory. The magnitude of vapor transport, even by thermal gradients, may in many places be far more significant to water availability than heretofore assumed. Thus, it appears that anisothermal flow in the unsaturated zone should be the subject of further and more intensive laboratory and field study.

Details of modeling unsaturated liquid flow in the laboratory have been developed from dimensional considerations. It is apparent that many laboratory results could be made more useful to field practice if flow experiments were designed according to dimensional criteria. Specifically, moisture equivalent determinations made by centrifuging are currently made without complete regard for modeling criteria, and as a result, interpretations of reported data may bear but slight relation to the hydraulic characteristics of the unsaturated zone. Changes in testing procedure are suggested to improve laboratory centrifuge experiments.

Other laboratory test procedures reported in the literature are also discussed in relation to theory, and reasons for anomalous experimental results are advanced, particularly for anisothermal flow.

Also included is a review of the concept of "specific yield" and a discussion of its usefulness for defining a system which must be considered as a dynamic flow regime.

It is concluded that, for those hydrologic problems in which flow through the unsaturated zone occurs isothermally in the liquid phase, theory of flow has been sufficiently developed and tested to use with assurance for forecasting changes in water occurrence caused by changing the environment of the unsaturated zone. However, the basic laws of flow, field observation techniques, and computing methods are either inadequately developed or tested to permit treatment of the more complicated flow systems. The most critical areas of insufficient basic knowledge or technique appear to be the following: (1) The rate of movement of adsorbed water, (2) techniques for measuring thermal properties of moist soils, (3) methods of calculating anisothermal multiphase fluid flow through a region where the boundary conditions are known to be variable in both time and space, (4) multiphase fluid occurrence in fine silts and clays, and (5) field measurements of the hydraulic characteristics of porous media in the unsaturated zone.

INTRODUCTION

Hydrologic investigations are mainly concerned with the distribution of water on and beneath the land surface in time and space. In these investigations the physical and hydraulic characteristics of the flow systems are studied by either a direct or indirect approach. A direct approach is one in which the water distribution is defined by measurement of the physical aspects of the system such as aquifer size and shape, drainage density, basin slopes, and other factors. Indirect methods may be characterized as those procedures from which the gross flow relations are obtained without reference to the physical and hydraulic variables controlling flow. Flow-duration curves obtained from stream gaging and discharge-drawdown relations for pumping wells are examples.
Direct methods, as considered here, are becoming increasingly more important in hydrologic studies. This is because the large-scale water developments of today inherently create significant changes in system conditions. Description of a hydrologic unit on the basis of indirect methods only defines those flow relations that obtain if there is no change in the system. Extrapolation of such information to predict the consequences of a large-scale water development on future water availability is unrealistic. Where large-scale water development significantly changes the water distribution from its natural state, the hydrologist must rely on knowledge of the physical and hydraulic characteristics of the system to evaluate the available resources for the future.

Ground water and surface water are interconnected through the unsaturated zone which lies between the land surface and the water table (Meinzer, 1923). The function of the unsaturated zone in the hydrologic cycle is predominantly one of storage. Overland flow derived from precipitation is reduced by the rate at which water is absorbed by this zone, and the aquifer response to drainage or pumping is dependent on the manner in which water is stored by or moves from this zone to the saturated section of rocks beneath it. The functional role of the unsaturated zone in the distribution of ground water and surface water is now defined mainly through indirect methods of study.

An example of the application of the indirect approach is the determination of infiltration and its application in hydrologic investigations. Hydrologists generally have adopted the indirect approach for describing infiltration except for a comparatively small amount of work paralleling Horton’s (1933). Statistical correlation is most often used as a means for relating infiltration to factors such as antecedent precipitation, time of the year, and rainfall intensity. Although such correlations are certainly useful for determining the infiltration within given probability limits, the accuracy attainable from such studies will usually be low if they are applied to estimate infiltration rates over short time intervals. Fundamentally this is because correlation of hydrologic phenomena is based on many months or years of observation. Data correlation, as applied in hydrologic analysis, generally yields flow relations representing the average or mean of conditions existing over a past period of observation. Yet, these mean values are sometimes applied to much shorter periods, say one storm interval, for estimating infiltration under conditions likely to be far different from the mean of the period of observation. If the total hydrologic environment is not near the mean during the storm interval studied, the infiltration estimate from statistical correlation cannot be correct.

Infiltration is the resultant of several factors: (1) The distribution and depth of water on the land surface; (2) the underground permeability, moisture distribution, and temperature; (3) the length of time water is supplied at the land surface; and (4) the structural stability of the rock mass. All these factors influence the infiltration rate, and each of these is variable with time. Entering the variable factors in the appropriate equation of flow would permit the computation of instantaneous or total infiltration for any set of circumstances for any given time or time period. The validity of such a computation would be dependent primarily on the accuracy with which all pertinent variables could be evaluated. Estimating infiltration by this means is difficult because the variables controlling it are many. Nevertheless, if estimates are to be made realistically on a cause-effect or dynamical basis, the identity of all pertinent variables, including time, must be retained until it is demonstrated that some can be omitted from analysis or can be grouped.

The hydraulic properties of aquifers are often obtained from pumping tests. Generally these tests are conducted over a comparatively short time, rarely for longer than 3 days. The aquifer characteristics obtained from analysis of such tests are often applied to forecast the occurrence of water under diverse conditions of water movement, and often over time periods either much shorter or much longer than that taken for testing. Accuracy of the forecast made depends on the accuracy with which the test and test analysis represent the hydraulic conditions at the applied extrapolation or interpolation.

Attention has been focused on aquifer transmission and storage characteristics as being measures of the ability of aquifers to yield water. It is generally agreed among ground-water hydrologists that if the aquifer remains saturated its transmission characteristic changes insignificantly as a function of time, pressure, and hydraulic boundary conditions. In the saturated zone where water appears to be released almost instantaneously with a decline in pressure, storage changes are also relatively independent of all factors other than pressure changes. That is, at any given point in porous media saturated with water the hydraulic characteristics may be described by constants to a satisfactory order of approximation. In unsaturated media, however, flow is highly dependent on the degree to which interstices are filled with liquid, the pressure and pressure distribution in the fluid, temperature and temperature distribution, and the physical and chemical properties of the fluid and media. Further, all these are dependent on climatologic and hydrologic conditions which are variable with time. Thus it can be visualized that drainage attending a lowering of the
water table is inherently difficult to describe exactly and completely because the interrelations between the variables of flow are many and complicated. Further, application of a complete expression for storage changes in the equation of flow for the contiguous saturated zone would present added and rather formidable difficulties.

Some of this complexity may be reduced by accepting an approximate expression relating storage changes to only the most significant variables. The concept of specific yield was introduced for this purpose by Meinzer (1923). As defined, specific yield refers to storage changes caused by gravity drainage. Other conditions affecting drainage from the unsaturated zone such as the rate of downward percolation caused by recharge, thermal and chemical potential differences, and the time-wise variations in storage between two equilibrium states are accounted for by the specific yield concept in a very general way. Although it is an approximation, the specific yield concept is a practical and useful means for describing ground-water storage for some purposes. It is limited in application partly because it is measured under physically unspecified environmental conditions. Yet, we frequently apply aquifer storage characteristics determined from pumping-test analysis, even from tests of only a few hours duration, as an adequate measure of the drainage characteristics expected over many years of dewatering. Furthermore, the test analyses are based generally on an expression which is derived from a mixture of static and dynamic viewpoints. The reporter often makes the statement or implies that near-equilibrium conditions exists above the water table through even short tests, and therefore the specific yield observed adequately describes the aquifer storage characteristics in the system observed. Too often, in actuality, this viewpoint is but a reflection of the simplifications inherent in the concept of specified yield. At the present time, it appears impossible to assess the errors inherent in ground-water hydrology studies wherein the simplified concept of drainage from the unsaturated zone is applied. In order to clarify this point, the unsaturated zone must be studied as a dynamic flow system.

In hydrologic analysis requiring the viewpoint that flow within the hydrologic cycle is a dynamic process, inclusion of physical concepts based on static or steady-state conditions yields a system or method of analysis constructed by addition of incongruous terms. The construction of analytical expressions by addition of component terms, some arbitrarily defined by statics, some by steady state, and some by nonsteady relations, is equivalent to adding terms of differing dimensional properties. The final result is dimensionally indescribable and has such a poor theoretical foundation that its validity cannot be evaluated, unless the assumed state of each component term is rigorously justified. To the time of this writing, 1960, the influence of the unsaturated zone on flow has been treated as a statical term, without adequate justification.

Continuing research is being conducted by the U.S. Geological Survey and many other agencies that will lead eventually to a more comprehensive description of the effects of the unsaturated zone on ground- and surface-water movement. For example, work is being done to improve the field and laboratory measurement of specific yield, as defined, and to devise a system of observing and presenting aquifer storage data which treats the unsaturated zone as a dynamic hydrologic entity. Infiltration, evapotranspiration, base flow of streams, bank storage, and a host of other hydrologic phenomena are directly dependent on the dynamic changes of water storage within the unsaturated zone. Evaluation of these factors as functions of time and physical environment can be greatly improved through a more thorough application of the physical principles of fluid occurrence in unsaturated porous media.
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SCOPE

Multiphase fluid occurrence and movement is of interest to a wide variety of physical science students. Theory and applications practices pertaining to this subject have originated in studies concerned with oil production, soil mechanics, hydraulics, applied mathematics, chemical engineering, soil science, hydrology, and other fields. In hydrology, as it is with some of the other specialized studies, there is a need for a composite review of the potentially useful theory and applications found in the specialized literature of each field. Such a composite is prerequisite to a full understanding of the role played by the unsaturated zone in hydrologic activity. In this report the general aim has been to present
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a brief description of fundamental relations among the variables known to govern the occurrence and movement of fluids in the unsaturated zone, and to indicate those areas where knowledge is deficient insofar as hydrologic studies are concerned. A few experimental data have been selected from the published literature for illustrating the significance of some of the variables involved.

The structural stability of fine-grained materials is an important factor in the occurrence of fluids underground. In this report, however, only those factors pertaining to flow through rigidly physically and chemically stable porous media are discussed.

 NOMENCLATURE

Where equations are quoted from other texts the originally published notation is changed to conform with that used in this report. Notation used in this text is defined where it first appears. In addition, the following summary list of symbols used at many places in the text is presented for the convenience of the reader. Units of the cgs system are used except where, as indicated, a computation is employed for direct or implied comparison with numerical results published elsewhere.

\( A, B, C, F \), representations of fluid or solid characteristics.

\( D \), liquid diffusivity.

\( D_a \), coefficient of diffusion of water vapor at standard pressure and temperature (equals 0.239 cm²·sec⁻¹ at 281° Kelvin and 1 atmosphere).

\( D_n \), coefficient of diffusion of water vapor.

\( H \), height above free surface.

\( H' \), height above free surface in model.

\( K \), specific permeability of porous medium (cm²).

\( K_r \), conductivity to liquid flow, a function of \( \theta_g \) (cm·sec⁻¹).

\( K_v \), conductivity to vapor flow, (cm·sec⁻¹).

\( K_{rL} \), relative conductivity to liquid = \( \frac{K_r(\theta_g)}{K_r(\theta_g=1)} \).

\( K_{vr} \), relative conductivity to gas = \( \frac{K_v(\phi)}{K_v(\theta_g=0)} \).

\( L \), unit of length.

\( M \), unit of mass.

\( N \), rotational velocity in rpm.

\( P \), total pressure.

\( P_o \), standard total pressure.

\( R \), gas constant per gram of water (4.51 × 10⁻⁵).

\( T \), temperature, degrees Kelvin.

\( T_o \), standard reference temperature.

\( V \), liquid volume contained in pendular ring.

\( \alpha \), \( \beta \), \( \gamma \), constants.

\( f(\tau) \), function of characteristic radius on liquid-gas interface.

\( g \), acceleration due to gravity.

\( g' \), mechanically applied acceleration.

\( h_{osm} \), osmotic pressure in terms of liquid head.

\( h_v \), vertical distance between the surface of a free solution and the sample of porous media.

\( h_b \), pressure head of liquid phase, height to which liquid will rise above a point tapped by a manometer.

\( p_a \), absolute pressure in liquid phase.

\( p_o \), pressure drop across the liquid-gas interface.

\( p_o \), partial pressure of saturated vapor phase.

\( p_v \), vapor pressure over free solution surface.

\( p_u \), partial pressure of undersaturated vapor phase.

\( m_t \), total mass of fluid flow, in grams.

\( m_l \), mass of liquid contained per unit pore volume, g·cm⁻³.

\( q_o \), mass rate of water vapor contained per unit pore volume, g·cm⁻³·sec⁻¹.

\( r_o \), mean radius from centrifuge center of rotation to center of sample.

\( r_s \), radius from centrifuge center of rotation to bottom of sample.

\( r_t \), radius of curvature on liquid-gas interface.

\( r_c \), radius of cylindrical capillary tube.

\( r_n \), radius from center of rotation in centrifuge to free liquid surface.

\( r_p \), radius of spherical solid particle.

\( r_n \), radius from center of rotation in centrifuge to top of sample.

\( t \), time.

\( t' \), time scale of model.

\( v \), gas velocity = \( \frac{q_g}{p_g} \).

\( \nu \), liquid velocity = \( \frac{q_l}{\rho} \).

\( \Delta \), finite difference.

\( \phi \), liquid contained, expressed as a fraction of total 1-\( \phi_g \).

\( \phi_f \), liquid contained, expressed as a fraction of total drainable pore space.

\( \phi_g \), porosity, the ratio of total pore volume to total volume of porous medium.

\( \alpha \), angle of contact between solid and liquid-gas interface.

\( \beta \), degree to which pore space is filled with liquid, expressed as liquid contained per unit pore volume.

\( \theta_o \), irreducible liquid content, at which conductivity to liquid flow is zero, expressed as liquid contained per unit pore volume.

\( \lambda \), angle between direction of flow and horizontal.

\( \mu \), fluid viscosity.

\( \rho \), density.

\( \rho_o \), density of gas phase.

\( \rho_l \), density of liquid phase.

\( \rho_v \), density of vapor phase.

\( \tau \), interfacial tension, in dynes·cm⁻¹.

STATIC FLUID OCCURRENCE: TERMINOLOGY

Pore space in rocks in a natural environment is filled with fluid in either liquid or gas form. The form taken by the contained fluid is dependent on the nature of the environment in which the rocks exist and on the characteristics of the fluid, solid, and pore space. In later sections of this report some of the laws of fluid flow applicable to such a system are described. There is as yet no general or universal law of flow which may be applied to multiphase fluids irrespective of the interrelations among the multiple occurrence of liquid, gas, and vapor in the pore space. Rather, an understanding of the flow relations has been evolved in such a way that several laws have been identified, each covering a relatively specific and limited range of fluid occurrence and energy distribution in the pore space. In calculating the flow of a liquid phase, for example, we might select one or more of several known laws of flow that satisfactorily define that particular phase under the environmental conditions to be expected. Thus, the selection of the appropriate equations of fluid motion must be based on an understanding of the limits between which each law is applicable and on an understanding of the corresponding liquid-gas configuration in the
pore space. This understanding has its foundation in the static relations among environmental conditions and fluid occurrence. In order to provide a frame of reference by which fluid occurrence may be connected with environmental conditions and laws of flow, it seems desirable to first set forth a terminology by which we can visualize the attitude of fluid in the pores.

At least four different sets of notation for describing fluid occurrence in porous media are prominent in the literature. Hydrologists have generally adopted the terminology suggested by Meinzer (1923, p. 23) for describing the zone of aeration. The zone of aeration, or the unsaturated zone as it is frequently called, extends from the land surface down to the water table. Within this zone, Meinzer described soil, intermediate, and fringe water. Soil water occurs only in the soil zone and is readily removed by plant roots and evaporation through the soil surface. Fringe water is drawn up from the saturated zone by capillarity and forms a continuous liquid body extending upward from the water table. In the capillary fringe, part of the pore space may be occupied by gas. Meinzer (1923, p. 26) stated: "Both the belt of soil water and the capillary fringe are limited in thickness by local conditions, such as the character of the vegetation and texture of rock or soil, but the intermediate belt is not thus limited." The intermediate belt is envisioned as that segment of the zone of aeration in which water occurrence is not changed rapidly by changing conditions at either the land surface or the water table. The length of the intermediate belt, however, is dependent on the depth to the water table below the land surface and on the hydraulic diffusivity of the unsaturated zone. Hydrologists have not, in general, gone beyond Meinzer's classification to a detailed description of the nature of fluid occurrence within this zone. One reason may be that greater detail is unnecessary to the statistical analysis and the statistical or simplified view of storage changes most often employed in hydrologic methods.

In the technology of the oil and gas industry, occurrence of fluids is usually expressed as a fraction or percentage of the rock porosity. The physical conditions produced naturally and induced artificially in oil and gas reservoirs range over such wide limits that fluid distribution is also commonly defined as a function of factors like temperature, pressure, and the physical properties of the fluids involved. Much of the terminology is designed to fit the engineering methods used for calculating rates of gas and oil flow under specified production conditions. (See Muskat, 1946, for example.)

The agronomists' special interest is largely restricted to fluid occurrence in the soil zone and its relation to plant growth. The moisture-holding characteristics of soil are related to plant water use by employing a group of selected, semiempirical coefficients like the wilting coefficient, field capacity, specific retention, and others. Bayer (1956, p. 283-289) reviewed these in considerable detail, appending an excellent reference list to the pertinent literature of soil science.

We note the existence of at least three relatively distinct groups, hydrologists, petroleum engineers, and agronomists, all interested in various phases of fluid movement in, or fluid recovery from, rocks extending downward from the land surface. In essence each group has, for practical use or descriptive purposes, developed a system of classifying the occurrence of fluids in rocks slanted toward its particular sphere of interest. None of these systems taken alone, however, entirely provides an adequate fundamental basis for defining the behavior of multiphase fluid flow in porous media.

Another classification attributed to Versluys (1917) and described by Smith (1933b) seems more suitable for referring the attitude of fluid contained in the rock pore space to flow characteristics than any other classification known to the writer. Versluys' classification appears to be based wholly upon the relative continuity of a wetting liquid phase contained in porous media. It might be applied to multiphase fluid occurrence simply by assuming for reference only, that nonwetting fluids or fluid phases are of secondary interest. This approach has been taken in the terminology used in this report and is shown in abbreviated form in figure 1. The various stages of liquid occurrence are arranged in order of increasing content of wetting liquid. This order also corresponds with increasing conductivity to the wetting liquid and decreasing gas phase or conductivity to the nonwetting liquid in the pore space. The abbreviated descriptions of the various stages are amplified in the following paragraphs.

**STRUCTURAL STAGE**

Water molecules chemically forming a part of the mineral structure are not available for removal without changing the nature of the solid. This stage does not appear to be particularly important to fluid occurrence or motion in most applied hydrologic studies. Changes in mineral form due to changes in natural environment are not known to contribute significantly to the transfer of fluid in the hydrologic cycle. However, the mineral structure of the solid particles may be important if they are subjected to temperatures or pressures much different than those of their natural environment.

Some of the standard laboratory tests devised to show the fluid-solid interrelations may not be applied to certain mineral structures without destroying the sample. Thus, recognition of the manner in which fluids occur
in this stage provides means for judging test feasibility and accuracy.

For example, Hoselitz (1937) subjected selected soil colloids to temperatures as high as 500°C and compared the water content observed from the weight reduction with the weight observed after drying at 500°C. Table 1 shows the results obtained. It may be noted that drying at 110°C still permitted a residual liquid content of about 25–35 percent of the pore space, assuming that all liquid had been driven off by drying the samples at 500°C. Heat of wetting observations made by Hoseh indicated that the samples heated above 400°C were evidently sintered.

Alteration of porosity and structure in samples with high organic content are caused also by drying at high temperatures. For materials like soil colloids, clays, and organic materials, oven drying is inadequate for dry weight determinations. Drying in a vacuum over a liquid with very low vapor pressure, at room temperature, is preferred (Orchiston, 1953).

![Diagrams](A, B, C, D, E)

**Table 1.** Water removed from clay colloids by oven drying

<table>
<thead>
<tr>
<th>Oven temperature (°C)</th>
<th>Altamont</th>
<th>Yolo</th>
<th>Vina</th>
<th>Aiken</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>47</td>
<td>42.07</td>
<td>43.57</td>
<td>33.00</td>
<td>45.85</td>
</tr>
<tr>
<td>70</td>
<td>70.97</td>
<td>72.93</td>
<td>66.51</td>
<td>64.23</td>
</tr>
<tr>
<td>110</td>
<td>76.25</td>
<td>78.12</td>
<td>71.41</td>
<td>66.06</td>
</tr>
<tr>
<td>200</td>
<td>81.58</td>
<td>81.65</td>
<td>76.76</td>
<td>69.57</td>
</tr>
<tr>
<td>340</td>
<td>90.17</td>
<td>89.14</td>
<td>83.30</td>
<td>81.16</td>
</tr>
<tr>
<td>400</td>
<td>95.11</td>
<td>97.67</td>
<td>91.43</td>
<td>96.40</td>
</tr>
<tr>
<td>500</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

1 From Hoseh (1937, table 5, p. 265).

**ADSORBED STAGE**

If a small amount of water vapor is introduced into the pore space of a dry medium, water will be adsorbed on the surface of the solid particles because of the attractions between the molecules of water and those of the solid. The amount of fluid adsorbed per unit area of surface or per unit weight of solid depends mainly on the chemical structure of both the fluid and solid.
on the temperature and pressure in the medium, and on the amount of fluid available to the pore space. In fine-grained media, or in materials where the pores are small and porosity is high, the surface area per unit volume is large. The amount of liquid adsorbed per unit volume of the medium is approximately proportional to the surface area of solid. Consequently, in fine-grained materials such as silts and clays, water retention may be regulated predominantly by the nature of their adsorption characteristics. Adsorbed water, by virtue of the forces causing adsorption, is under a pressure greater than the pressure in the contiguous vapor or gas phase.

In many generalized treatments of flow through porous media it is assumed that adsorbed water is immobile. However, recent studies (see page E48-49) indicate that adsorbed water does in fact move along the surface in response to energy gradients. In coarse-grained materials the contribution to flow from adsorbed fluid may be negligible, whereas in fine-grained materials movement of adsorbed water may constitute a large part of the total flow, although the total flow itself is small.

PENDULAR STAGE

Upon increasing the liquid content in the pore space through the adsorbed stage, the distance between the solid surface and the liquid-gas interface is increased. Thus as the liquid content is increased, the force interaction between molecules of the solid and molecules of liquid in the liquid-gas interface decreases. At higher liquid contents the shape of the liquid-gas interface is primarily dependent on interaction between liquid molecules only. In porous media this becomes important first in the vicinity of grain contact areas, where doughnut-shaped rings of liquid are formed, as indicated in figure 1. Liquid occurrence is defined as being in the pendular stage between that moisture content at which the liquid intermolecular forces are a dominating influence on shape of the liquid-gas interface, and that moisture content at which the pendular rings first begin to coalesce. In that part of the liquid affected predominantly by the liquid-gas interface, the pressure is less than the pressure in the gas phase. For the water-vapor systems, curvature of the interface is convex toward the solid at all points where the liquid pressure is less than the pressure in the gas phase. Fundamentally, the surface curvature relations in porous media are the same as those applied to the study of interfaces, or menisci, in capillary-sized tubes.

Considering liquid occurrence on a volumetric basis rather than by single grain contacts, the pendular stage may be visualized as that stage for which (1) there are many continuous paths, through liquid, traversing both adsorbed liquid and liquid contained in rings under reduced pressure, and (2) there is at least one path entirely through the pore spaces passing continuously through only the vapor or gas phase, or nonwetting liquid. The paths taken are assumed to begin from some point on the surface enclosing a selected volume of the medium to another point on the surface diametrically opposite the starting point. At a grain contact where water occurrence is in the pendular stage, one visualizes the liquid contained to occupy a type of ring form. Even though on a gross volumetric basis the rings may coalesce locally, if the conditions prevail as indicated in note (2) above, the selected volume would be considered in the pendular stage.

For applying laws of flow, the nature of the occurrence of water must be considered on a volumetric basis rather than on a microscopic scale so as to provide a finite sample size sufficient to afford a degree of homogeneity. Without such a view, it would be necessary to consider all the intricate spatial relations in the pore system—an approach found to be impractical for the study of fluids in naturally occurring porous media.

FUNICULAR STAGE

Increasing the moisture content to a value above that for the upper limit of the pendular stage will cause the pendular rings to coalesce to such an extent that the gas or vapor phase locally will be entirely enclosed by liquid. In a finite but small sample of the medium, as discussed above, pendular rings might exist at a few points, but again considering the liquid system on a volumetric basis, the vapor or gas phase is discontinuous through the pore space. As a parallel to the description of liquid continuity in the pendular stage, in the funicular stage (1) there are many continuous paths through liquid under tension and (2) there are no paths entirely through the pore space passing through only the gas or vapor phase.

The upper part of the capillary fringe and the lowest part of the intermediate belt (Meinzer, 1923, p. 23, 26), for static conditions, probably contain water in the funicular stage. Conditions of nonsteady flow, recharge, and stratification of rock in depth may develop the funicular stage at other locations in the unsaturated zone, either permanently or temporarily.

CAPILLARY STAGE

The stages of liquid occurrence just described all refer to situations in which part of the pore space is occupied by nonwetting fluid. As explained by Smith (1933a) the liquid pressure in places within the pore space may be less than the total pressure outside the system, yet wetting fluid may occupy all the pore space. The assemblage of pores is much like a group of irregularly shaped and interconnected tubes of small diameter. Liquid will rise in the pore spaces in much the same
fashion as it would rise in capillary-sized tubes of uniform cross section if the ends are immersed in a body of free liquid. The liquid head everywhere above the source of free liquid for static conditions will be negative just as it is in the capillary tube.

In the process of filling the pores by capillary rise, part of the liquid flow will be at a higher velocity than other parts, because the pore space is irregular in cross section. The faster moving liquid may flow around sections containing gas and vapor, thereby trapping gas locally and forming a funicular stage of liquid occurrence. The gas or vapor phase entrapped in this way eventually establishes a stable funicular stage almost down to the free liquid surface. Any vapor or gas trapped in excess of that required for equilibrium is dissipated by either condensation or gas diffusion through the liquid. Upon dewatering by lowering the source of free water, gas may be liberated from the capillary fringe because the liquid pressure is reduced, provided the liquid is initially nearly saturated with gas.

Water near the water table is generally saturated with gases peculiar to the soil zone—a mixture of normal atmospheric gases enriched with CO₂. Changes in the water-table altitude are, in effect, changes in position of the free-water surface at the base of the unsaturated zone. In most places the storage changes accompanying changes in the water-table position are probably dependent on all these factors, among others. Limiting study to the occurrence of water permits some simplification in defining the relations between the solid and fluid, but the nature of the pore space with respect to content of fluid can, in the final analysis, be obtained only by measurement. Thus the capillary fringe saturated with water, as defined, may exist only as a rarity in the field.

**COMPUTATION OF FLUID CONTENT**

**LIMITATIONS IMPOSED BY CHARACTERISTICS OF THE FLUID AND THE SOLID**

The solid particles composing most naturally occurring porous media are highly irregular in shape, have a micro- and macroscopically nonhomogeneous surface roughness and vary in chemical characteristics. Fluid distribution in the pore space in the unsaturated zone is dependent on all these factors, among others. Limiting study to the occurrence of water permits some simplification in defining the relations between the solid and fluid, but the nature of the pore space with respect to content of fluid can, in the final analysis, be obtained only by measurement. Thus far means for calculating the fluid content in naturally occurring media, with only the environmental fluid conditions known, have not been found. Methods for predicting fluid content have been developed, however, for ideal porous media. Idealizations include, variously, assuming that the particles are spherical, perfectly smooth, chemically homogeneous, do not combine chemically with the fluid, or that they form pore spaces that may be considered equivalent to circular capillary tubes. Idealizations of this nature have been adopted specifically to describe the solid in simple form, a form amenable to further mathematical manipulation and eventual computation of liquid content for prescribed environmental conditions. Although the relations found by study of ideal media may not be directly applicable to natural media, they do serve to indicate, in a general way, the influence environment has on fluid retention.

**ADSORBED LIQUID**

The laws governing the adsorption of water on solid surfaces are not yet clearly understood. Present status of our ability to calculate the amount of liquid adsorbed was summarized by Herbener (1958, p. 16) as follows:

Progress made in the field of adsorption during the last decade, leads one to the conclusion that adsorption processes in general will be predictable by theoretical methods within the next decade. The method or theory for achieving this result may already have been stated in rough form but it needs sophistication or requires a combination of the above methods, that is, an expanded equation **••••**.

The results from theoretical studies of adsorption (Barrer, 1954; Bradley, 1936a, 1936b; Brunauer and others, 1938; and Harkins and Jura, 1944) have been applied for indirectly estimating the surface areas of soil colloids and clays. (See Orchiston, 1953; and Quirk, 1955, for example.) However, the validity of such applications is questionable. The two basic models used for developing theoretical relations assume (1) that water is adsorbed as a monomolecular layer only and that capillary effects predominate if the liquid content exceeds the amount required to form such a layer and (2) that water is adsorbed in multimolecular layers. Neither may be completely correct if Quirks' (1955) belief that water molecules tend to cluster around cation sites is valid. The very foundation of adsorption theory, the molecular distribution on the solid surface, appears to be undecided. In the writer's opinion, at present the adsorption characteristics of porous media can be obtained effectively only by direct measurement.

**WATER HELD BY CAPILLARITY**

The pendular and funicular stages are defined by a resolution of the forces on the liquid-gas interface and the solid surface. In a macroscopic sense these forces are defined by the interfacial surface tension of the fluid phases, the contact angle between the liquid-gas interface and the solid surface, and the shape and size of the opening bridged by the interface. Where the occurrence of water in the pore space can be defined by these factors, the water is said to be held by capillarity. The curvature of any element of the liquid-gas inter-
face is given (Smith, 1933b; and Smith and others, 1931) as

$$p_c = -	au \left( \frac{1}{r_{c1}} + \frac{1}{r_{c2}} \right)$$  \hspace{1cm} (1)

where $p_c$ is the pressure difference across the liquid-gas interface, $\tau$ is the interfacial tension, and $r_{c1}$ and $r_{c2}$ are the principal radii of curvature of the interface. As an example, the radii reference axes are indicated on the center of a pendular ring in figure 2. Equation 1 is in essence a differential statement in that it must be satisfied at every point on the interface. For static conditions $p_c$ is very nearly constant over one pore width.

Thus the term $(1/r_{c1} + 1/r_{c2})$ is nearly a constant over the space of one pore width.

In irregularly shaped pores, the relative values of $r_{c1}$ and $r_{c2}$ are different at almost every point on the interface. To define the shape of the interface geometrically the relation between $r_{c1}$ and $r_{c2}$ must be obtained by integration over the whole interface, satisfying the condition that minimum energy was consumed in forming the surface. The complexity of the calculations required necessitates the adoption of an idealized model of the pore space—such as the circular capillary tube.

A capillary tube open to the atmosphere at one end with its other end immersed below a free liquid surface is shown in figure 3. The liquid rises a distance $H$ above the free surface in the tube, and the liquid-gas interface assumes an angle $\alpha$ with the solid surface. The contact angle is approximately a constant characteristic of a given liquid-gas-solid combination. Equation 1 applied across the tube opening yields

$$p_c = -\rho_l g H = -\frac{2 \tau \cos \alpha}{r_{ct}}$$  \hspace{1cm} (2)

where $\rho_l$ is the liquid density, $g$ is the acceleration due to gravity, and $r_{ct}$ is the radius of the capillary tube. From equation 2, evidently the liquid pressure just beneath the meniscus is less than atmospheric if $\alpha$ is less than 90°. Assuming that the capillary tube serves as an adequate model of the pore space, equation 2 shows that the change of pressure across the interface is directly proportional to the interfacial surface tension and $\cos \alpha$ and is inversely proportional to the pore width.

At the liquid-gas interface, water molecules continually escape from the liquid phase and enter the vapor phase. If there is a net vapor movement to or from the interface, static equilibrium in the liquid phase is not complete because this loss or gain will be compensated by movement of the liquid phase. As is evident from the assumptions leading to equation 2, only the hydrostatics of the liquid phase have been considered. Thus equation 2 alone does not fully describe static liquid occurrence, except as an approximation. Edlefson and Anderson (1943) have described the details of vapor-phase statics, showing that the vapor phase must satisfy the following:

$$-H = RT \log \frac{p_v}{p_e} \hspace{1cm} (3)$$

where $R$ is the gas constant per gram of the vapor phase ($= 4.51 \times 10^3$ for water), $T$ is the temperature in degrees Kelvin, $p_e$ is the partial pressure of the vapor over the interface, and $p_v$ is the partial pressure of the vapor phase over the free surface. Equation 3 is the definition of static conditions in the vapor phase in the capillary tube. If completely static conditions exist in the liquid phase of figure 3, both equations 2 and 3 must be satisfied at the interface.

**Figure 2.** Curvature on liquid-gas interface.

**Figure 3.** Liquid rise in a capillary tube.
The terms \( p_c \) and \( H \) of equations 1, 2, and 3 or their equivalents are variously referred to in the literature on porous media as soil moisture tension, capillary potential, and other factors. In this report pressure of a particular phase is denoted by \( p \) and the subscript \( f \) will refer to the liquid phase. Thus the pressure in the liquid phase is written \( p_f \). In terms of head,

\[
p_f = P + p_c = P - \rho_f g H = P + \rho_f g h_f
\]

(4)

where \( P \) is the absolute pressure at the free liquid surface and \( h \) is the pressure head of the liquid phase which is the height to which liquid will rise above the point tapped by a manometer. In this report the pressure head \( h_f \) will be referred to simply as liquid head. By definition of static conditions \( H = -h_f \). Thus equations 2 and 3 may be written

\[
h_f = \frac{2\pi \cos \alpha}{\rho_f g r_f^2}
\]

(5)

and

\[
h_f = RT \log \frac{p_e}{p_f}
\]

(6)

Failure by some investigators to recognize that both equations 5 and 6 apply to the static occurrence of liquids in capillaries has led to several erroneous conclusions being drawn from the use of the capillary tube as a model, when associated with laboratory observations of fluid distribution in porous media.

If porous media could be modeled as a group of capillary tubes, each with a different known radius, and all ending in a body of free water, the amount of space filled with liquid at a given altitude above the free surface could be computed with the aid of equation 5. However, the spaces in porous media occupied by fluid are greatly different in physical shape than the continuous round capillary tube, and such computations would be relatively meaningless because the model is geometrically inadequate.

Smith (1933b) successfully avoided the capillary tube hypothesis in a classical contribution to the study of liquid distribution. His model consisted of spherical particles of uniform size, which were chemically inert, had smooth surfaces, and were homogeneously packed. The volume of water in the capillary, funicular, and pendular stages contained by the model were calculated by means of equations he developed from equation 1 and geometrical considerations. Figure 4 shows the relation of grain radius \( r_g \), height above the free surface \( H \), and the volume contained in a pendular ring around the contact between two grains, \( V \). The curve for liquid contained in the pendular stage is from Smith's figure 3 (1933b, p. 429) calculated from his equation 10:

\[
V/2\pi r_g^2 = \beta (1 - (2\beta + \beta^2)^{1/2}) \sin^{-1} \left( \frac{1}{1 + \beta} \right)
\]

(7)

where

\[
\beta = \frac{\pi \rho_f g H r_g}{2}
\]

assuming \( \tau/\rho_f g r_g = 1 \). For water, \( \tau \) is about 72 dynes-cm\(^{-1} \), \( \rho_f = 1 \) g-cm\(^{-3} \), and \( g = 980.7 \) cm-sec\(^{-2} \). Therefore, assuming the pendular ring is formed of water, \( r_g \) is about \( 7.3 \times 10^{-2} \) cm. This thus figure 4 shows the general relation between the pendular ring volume and height above the free water surface for a spherical grain diameter of about 1.5 mm. The curve emphasizes that for a given grain radius, as \( H \) increases, the volume of liquid contained in each pendular ring undergoes progressively less change per unit change in \( H \). Because the total volume of liquid retained in the medium is simply the volume of the pendular ring multiplied by the number of grain contacts, it is recognized that the shape of the curve in figure 4 schematically represents also the general form of the curve of total liquid content versus height above the free surface for the pendular stage.

Smith also derived equations defining the amount of liquid retained in a medium of spherical grains not in intimate contact. This model was developed for computing the expected equilibrium liquid content for the sand columns drained by King (1898, p. 85-95). The calculated and observed values were compared by Smith (1933b, fig. 7, p. 438) as shown here in figure 5. The calculated curves show saturation to point B, which corresponds with the top of the capillary fringe calculated from equations for the maximum height of the capillary stage (Smith and others, 1931). Other information on the extent of the various stages of liquid
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Figure 5.—Moisture content versus height above free surface in sands observed by King (indicated by dashed line) and calculated by Smith (indicated by solid line). θ is the fraction of pore volume filled with liquid, A-B is height of maximum capillary rise, BCD is the funicular stage, DE is the pendular stage, and m marks the upper limit of microscopic hysteresis. (After Smith, 1933b, fig. 7, p. 438.)

**Observation of the Curve Liquid Content Versus Liquid Pressure Head**

The general case of fluid occurrence in a liquid-solid complex is evidently not amenable to practical mathematical description. Yet, the relations among liquid content and liquid head, or liquid content and vapor pressure of the gas phase, for the porous medium must be defined if the occurrence of fluid in the unsaturated zone is to be predicted for various environmental conditions. For water held in the capillary, funicular, and pendular stages, equations 5 and 6 indicate the factors controlling liquid content. The term \(\frac{(2 \cos \alpha)}{\rho g r_{et}}\) of equation 5 was derived from the assumption that water occurs in smooth round capillary tubes. Assuming any other shape, surface roughness, irregularity in cross section, or other factors, would produce a different function, but it would still be comprised of the same variables. Thus, the liquid pressure head, \(h_f\), is expected to be related in some fashion to the volume of liquid retained. Also, for static equilibrium the ratio \(\frac{p_v}{p_a}\) provides a measure of \(h_f\), according to equation 6. Evidently, the static liquid content can
be controlled as a function of \( h_I \) by direct manometric connections with the pore liquid or by regulation of the humidity of the vapor phase.

The significance of the humidity of the vapor phase is illustrated in table 2. Numerical values of \( h_I \) are given as a function of \( p_v/p_o \) (relative humidity, expressed as a decimal fraction), calculated from equation 6 for pure water at 298 °K (25 °C). Note that the liquid pressure head undergoes large changes for very small changes in humidity where the humidity is nearly one. Accurate control and measurement of humidity are difficult to attain over this region of high sensitivity. Thus control of the vapor phase as a means for regulating liquid content is usually restricted to \( p_v/p_o \) values less than about 0.99. For \( h_I \) values less than one atmosphere in magnitude direct manometric connection with the liquid phase is more convenient for regulating liquid content. Measurement and control limitations attending the simpler laboratory procedures for regulating liquid content may be circumvented partly by using analogous fluids, exerting external pressure head on the columns, and by measuring the liquid contained as a function of height above the free surface after the columns had remained under this control for about 2\% years.

<table>
<thead>
<tr>
<th>Relative humidity ((p_v/p_o))</th>
<th>Pressure head ((h_I) in cm of H(_2)O)</th>
<th>Relative humidity ((p_v/p_o))</th>
<th>Pressure head ((h_I) in cm of H(_2)O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9999</td>
<td>-1.34 \times 10^6</td>
<td>0.80</td>
<td>-3.00 \times 10^6</td>
</tr>
<tr>
<td>0.99</td>
<td>-1.34 \times 10^6</td>
<td>0.60</td>
<td>-9.3 \times 10^5</td>
</tr>
<tr>
<td>0.90</td>
<td>-1.34 \times 10^6</td>
<td>0.40</td>
<td>-3.1 \times 10^6</td>
</tr>
<tr>
<td>0.90</td>
<td>-1.41 \times 10^6</td>
<td>0.10</td>
<td>-6.2 \times 10^6</td>
</tr>
</tbody>
</table>

It might be presumed that the moisture content had reached equilibrium at the end of this period, but according to Smith (1933b), equilibrium had not been attained in the finer sands studied. Vapor losses to a relatively dry laboratory atmosphere probably caused the short segment at the top of the columns to exhibit a markedly lower moisture content than found over the upper half of the columns. The effect is noticeable as a sharp change in curvature of the relation between height and moisture content near the upper ends of the samples.

Samples in long columns require long periods of time to attain equilibrium with the free surface, and therefore do not appear to be practical for studying the relation between liquid head and liquid content under static conditions. Richards (1928) proposed a “tension plate” for making such measurements in less time. The tension plate is a fine-grained porous body such as a thick asbestos or ceramic plate. A manometer is connected to the plate through a flexible tube. The liquid pressure head in the plate equals the distance between the plate surface and liquid level in the manometer tube, and can be adjusted and regulated easily by raising or lowering the manometer tube as required. The \( h_I \) in a thin sample placed on the tension plate will be very nearly that of the liquid in the plate for equilibrium conditions. Because there is a highly permeable connection between a relatively small sample and the manometric reference, equilibrium liquid content in the sample is reached in a comparatively short time. Richards measured equilibrium moisture contents with the tension plate apparatus for several manometer positions corresponding with prescribed values of \( h_I \). Some of his reported measurements are shown in figure 6.

Instead of controlling the liquid pressure only by direct manometric connection with the liquid phase, Richards and Fireman (1943) applied pressure to the vapor phase while the liquid was restrained against complete removal to the atmosphere by a fine porous disc. This technique is the equivalent of Richards’ (1928) tension plate except for the method of controlling the value of \( p_v \) applied to the sample. In the study reported, total pressure of the vapor phase was limited by mechanical design to 2 atmospheres. There appears to be no difficulty in adopting other mechanical components for extending observations to higher \( h_I \) or \( p_v \) values. However, observations made are applicable only for defining water content as held by capillarity.

### USE OF FLUIDS OTHER THAN WATER

Some of the difficulties involved in controlling liquid heads that are nearly equal to or greater in magnitude than one atmosphere can be overcome by injecting a nonwetting liquid in the pores. According to equation 2, if the interface curvature of the liquid and vapor is convex toward the vapor phase, the liquid pressure will be higher than the total pressure of the vapor phase. This is because the right side of equation 2 is negative for convex curvature. By inspection, it can be seen that if a liquid is introduced in the pore space having a contact angle of \((180 - \alpha)°\), the pressure difference will be of opposite sign. Water occurrence is of prime in-
Interest, and the angle of contact between liquid water and most clean rock surfaces is nearly 0°. Thus, mercury with a contact angle of 180° would be a suitable liquid for forming a liquid-gas interface system exactly duplicating the water-water vapor interface. The volume enclosed by mercury in the pore space will be the same as the volume occupied by gas in the solid-water-vapor system if in each case the interface curvatures are made identical by control of the pressure drop across the interfaces. The relation between applied pressures for mercury injection and equivalent water sorption at a given liquid content may be derived from equation 2. For the two systems, mercury and water, at complimentary liquid contents the term $2 \cos \alpha/r_c$ is equal in magnitude but of opposite sign, as indicated above. Therefore
\[
(p_c/\tau)_{\text{mercury}} = -(p_c/\tau)_{\text{water}}. \tag{8}
\]
The amount of water sorbed at any given value of $p_c$ is simply equal to the total pore volume less the volume of mercury injected. The obvious advantage of mercury injection is that much lower effective water heads can be simulated than can be attained by direct manometric control using water. For example, a liquid head of −2,000 cm of water may be simulated by mercury injection at a head of about +985 cm of mercury, according to equation 8.

To avoid entrapment of air or other gases in pendular rings under mercury injection, samples are initially evacuated before injection. It should be noted that if the porous medium is of such a nature that water retention is caused largely by adsorption processes, equation 2 does not apply. Because the mercury injection method is founded on the presumption that water is held by capillarity it applies only for the description of liquid content in the pendular, funicular, and capillary stages. Details of the mercury injection techniques are given in the literature by Burdine and others, 1950; Purcell, 1949; and Ritter and Drake, 1945.

**CENTRIFUGE ACCELERATION**

The manometric control methods outlined above depend upon the normal earth gravity field for creating pressure differences across the liquid-vapor interface. The centrifuge has been used to exert a higher accelerative force on the liquids. Hassler and Brunner (1945)
showed that if a sample is subjected to a constant acceleration, $g'$,

$$h'=p_c/\rho g = -H'g'/g \quad (9)$$

where $H'$ is the distance, measured along the direction $g'$, between (1) a point in the accelerated sample where the liquid head is zero and (2) the point where $p_c$ is observed in the accelerated model; and $g$ is the acceleration due to the earth gravity field. Marx (1956) also derived this relation from a dimensional study of the boundary conditions in both prototype and model columns. He indicated that the ratio $g'/g$ for a centrifuged sample is given by the relation

$$g'/g = 1.18 \times 10^{-2} N + 7 \quad (10)$$

where $N$ is the velocity of the sample, in rpm, and $7$ is the mean radius to the sample measured from the center of rotation, in centimeters. Leverett and others (1942) also obtained equation 9 from a more general dimensional analysis of model requirements for multiphase fluid flow. Details are given on pages E39-43 of this report.

Application of equation 9 to centrifuge observations presumes equilibrium liquid distribution, and that both the liquid and porous medium centrifuged have the same properties as the prototype. Dimensional analysis (Leverett and others, 1942; and Marx, 1956) serves to emphasize the origin of equation 9. In essence, it has been shown that if a centrifuged model of a column of porous material contains the same fluid and porous substance as the prototype, a characteristic model length, $L'$, is related to its analogous prototype length, $L$, by

$$L/L' = g'/g \quad (11)$$

In equation 9, $h'$ can be taken as a characteristic length in the prototype, for static conditions as expressed by equation 4, and $H'$ is the corresponding length in the model. Thus equation 9 can be obtained directly as a form of equation 11, considering that the negative sign in equation 9 arises by definition.

Equation 11 indicates the short samples normally employed in centrifuging are equivalent to long columns in the gravity field. Briggs and McLane (1910) proposed $g'/g = 1,000$ for measuring the “moisture equivalent” of soils. An initially saturated soil sample, 1 cm in height, placed in a perforated cup was subjected to this acceleration for 40 minutes. The amount of water retained by the soil against the known centrifugal force, as a percentage of dry weight, was designated as the moisture equivalent. Provided the modeling requirements are all satisfied according to equation 11 the 1 cm sample is equivalent to a prototype soil column 1,000 cm high, about 33 feet, acted upon by the earth’s gravity field. Beginning with a saturated sample and draining by centrifuging is directly analogous to draining the initially saturated prototype column by lowering the free surface to its base, provided the free surface reference is actually maintained in the centrifuge system.

As shown in another section of this report, dimensional analysis also provides the relation between time in the prototype and the analogous time scale of the accelerated sample. (See E42). These are related by

$$t = (g'/g)^2 t' \quad (12)$$

For the moisture equivalent tests $g'/g = 1,000$, and $t' = 40$ minutes. From equation 12, $t = 1 \times 10^6 \times 40 = 4 \times 10^7$ cm long at 1,000g for 40 minutes is equivalent to gravity drainage of a vertical column 33 feet long for 76 years. If the free water surface below the centrifuged sample is not permitted to contact the sample between the time the centrifuge is slowed and the time the sample is removed for weighing, the moisture retained should equal the average moisture retention in the prototype column if it had been observed at the end of a 76-year period of gravity drainage.

Lebedeff (1927) made a series of observations of moisture retention in fine soils as a function of centrifuging time and acceleration. Estimating from the data given in his paper, the soil sample used was about 0.14 cm long. It was placed in a specially designed box and the bottom of the sample rested on filter paper, which in turn was supported by a fine sieve. Selected observations from his table 1 (Lebedeff, 1927, p. 554) are shown in figure 7. Centrifuging time for these data was 5

![Figure 7: Moisture retention versus acceleration after 5 minutes of centrifuging. (Data from Lebedeff, 1927, table 1, p. 554.).](image)
The soil column lengths and drainage times for equivalent gravity drainage are also shown at a few selected ratios of \( \frac{g''}{g} \). From one viewpoint, it might be concluded from figure 7 that a column \( 1.4 \times 10^3 \) cm long, about 46 feet, would still be in the nonsteady state after drainage by gravity for nearly a thousand years.

Circumstances can, however, be visualized that may account for the shape of the curves in figure 7, even for steady-state conditions. A hypothetical moisture distribution at equilibrium in a soil column is shown as a function of \( H \) in figure 8A, as might be observed in a comparatively long column. The moisture equivalent observed by centrifuging is simply the average of the moisture contents exhibited from top to bottom in figure 8A. If liquid retention is observed in a shorter column, as in figure 8B, the average soil moisture content observed will be materially higher than in the longer column. The differences in average moisture content effected as a result of employing different column lengths, established by the different centrifuge accelerations, are obviously closely related to the ratio between column length and height of the funicular and capillary stages above the free surface. If the top of the funicular stage were about 15-30 feet above the free surface in the prototype of the materials studied by Lebedeff, the pronounced reduction in observed average moisture content as a function of increased prototype column length shown in figure 7 could be ascribed to this effect. It is not unreasonable to expect that the funicular stage extends this far above the free surface in the fine-grained materials investigated by Lebedeff.

The foregoing discussion of figures 7 and 8 aids in forming an appreciation for the relation between the moisture content in centrifuged samples and moisture content in columns drained in a \( g \) field. This appreciation, however, may be highly conjectural if one must assume that Lebedeff's centrifuged samples were under the control of a free surface at a fixed and known position. His description of the centrifuge equipment indicates that no free surface was established at the base of the samples. Furthermore, he stated: "A strong air current develops from the center of the bowl to the periphery * * *" part of which probably flowed through the sample. Thus the reported equilibrium moisture contents were probably as dependent on the vapor pressure of the room atmosphere and drying air currents as on centrifuge acceleration. Quantitative comparison of evaporation losses and liquid flow from the sample presented by Lebedeff seems extremely difficult to justify.

Interpretation of centrifuge data by means of equations 9 to 12 requires that the sample be contained as shown schematically in figure 9A. The free surface reference, where \( h'_f = 0 \), is formed by the top of the free water body contained below the bottom of the sample. The centrifuge model of a prototype column of porous rock is valid, according to dimensional analysis, only if this free surface is maintained. By equation 10 it is obvious that the \( g'/g \) ratio is not exactly uniform over the length of the sample. However, the radius \( r \) is usually large, about 16 cm, compared with a sample length of about 1 cm. Thus, for many applications the \( g'/g \) ratio may be considered virtually constant over the sample length.

The centrifuge might be used also for controlling pressure of the liquid in a finite length of sample for the purpose of constructing the characteristic curve of liquid pressure head versus liquid content. To avoid the problems associated with modeling the entire prototype sediment profile in the centrifuge, as discussed in connection with figure 8, a thin sample may be mounted a fixed distance, \( r \), from the center of rotation and the free water surface located at a radius of \( r_f \), near the bottom of the centrifuge cup as shown in figure 9B. Applying equation 11 to differential lengths we obtain

\[
-dH = \frac{g'}{g} dr
\]
wherein the reference \( r=0 \) is taken at the center of rotation and \( H=0 \) is taken at the water table in the prototype column. Substituting the required form of equation 10 in equation 13

\[
dH = -1.118 \times 10^{-6} N^2 r dr.
\]

Integration between \( H=0 \) and \( \int_0^y \) yields

\[
-h_t = H = 5.59 \times 10^{-6} N^2 (r_f^2 - r_t^2)
\]

where \( r_f \) is the radius to the free water surface, in centimeters, and \( h_t \) is the mean liquid pressure head in the sample.

Length of the segment of the prototype column represented by the sample may be computed from the following form of equation 15:

\[
\Delta H = 5.59 \times 10^{-6} N^2 (r_f^2 - r_t^2)
\]

where \( r_f \) and \( r_t \) are the radii from the center of rotation to the bottom and top of the sample respectively. The ratio \( g'/g \) for the sample is given by

\[
g'/g = 1.118 \times 10^{-6} N^2 \tau.
\]

The arrangement indicated in figure 9B would be decidedly superior to that of figure 9A for the determination of liquid content because the funicular and capillary stages could be eliminated by the space \( r_6 - r_t \). The equations developed for relating liquid pressure head to centrifuge conditions are founded, however, on the postulate that there is liquid continuity between the free surface and the sample. This has been stressed by Hassler and Brunner (1945). Further investigation of the vapor phase and its effect on the liquid phase under the influence of an angular acceleration should be undertaken to clarify the validity of applying dimensional analysis to centrifuging and the meaning of data obtained. In particular, much of the soil testing by centrifuge is done with centrifuge cups specifically designed to avoid retention of the liquid phase beneath the sample. (See for example, Am. Soc. for Testing Materials, 1958.) Thus the free surface reference position required for the construction of a dimensionally correct model does not exist. Moisture retention observed under such test conditions may not reflect prototype conditions accurately because they are founded on an incomplete model control, being influenced strongly by the vapor pressure in the atmosphere of the centrifuge chamber.

VAPOR PRESSURE CONTROL

As previously indicated, the liquid pressure head beneath a curved liquid-gas interface may be controlled for static conditions indirectly by regulating the vapor pressure over the meniscus. This is apparent from equation 6. If a sample of a dry porous medium is left in a water-vapor environment, vapor will condense in the sample until the static head prescribed by equation 6 is reached, provided no outflow of liquid from the sample is permitted. Control of \( p_r \) might be attained by placing the sample in a closed vessel a given distance \( H \) above a free pure water surface, as shown schematically in figure 10, but for practical reasons such observations are restricted to \( H \) values of less than about 10 feet. For larger \( H \) or \( h_t \) values it is more practicable to regulate the vapor pressure of the liquid free surface beneath the sample. This is done readily by introducing a solute in the control liquid which reduces the vapor pressure above the free surface to some value below that for pure water.

In effect the reduction of vapor pressure caused by the solute can be used to simulate the \( H \) that might be obtained by physical movement of the sample to a given height above the free surface of pure water. The general head relations are shown schematically in figure 10. If a free surface of pure water is located at altitude \( A \), the equilibrium liquid pressure head in the sample at altitude \( G \) is given by equation 6. If, for example, a salt is added to the pure water to form a solution, the vapor pressure directly over the free solution surface will be less than that over the surface of free pure water. The resulting decrease in vapor pressure is osmotic in nature. In terms of pure water the change in pressure head in the sample effected by the solute may be stated as

\[
h_{osm} = R T \log \frac{p_s}{p_a}
\]

where \( p_s \) is the vapor pressure over the free solution surface, and as previously defined \( p_a \) is the vapor pressure over the free pure water surface. Equation 18 is simply the equation for osmotic pressure put in terms of water head. It can be seen from figure 10 that for simulating any desired value of \( H \) in the sample, the distance between the free solution surface and the sample, \( h_s \), can be regulated by controlling the solution characteristics. \( h_s \) can be made zero or nearly
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zero by selecting the solute and solute concentration such that \( h_{w} = -\frac{\mu_{w}}{\mu_{s}} = h_{f} \) for any desired value of \( h_{f} \). This permits control of liquid pressure head over a wide range in comparatively small vessels. For example, data of Stokes and Robinson (1949) indicate that an \( h_{f} \) of about \(-6 \times 10^{4}\) cm of water, about 60 atmospheres, can be simulated by a solution of water and only 5.54 percent NaOH, or 9.33 percent CaCl₂, or 11.02 percent \( \text{H}_2\text{SO}_4 \), the percentage referring to weight of anhydrous solute in the solution. A CaCl₂ concentration of 14.95 percent of the solution weight will produce an \( h_{f} \) of about \(-12 \times 10^{4}\) cm of water, for example. These numerical examples are based on the postulate that the porous sample is located at the same altitude as the free solution surface; that is, \( h_{s} \), of figure 10 equals zero, and that the sample is isolated from environmental influences other than those of the solution vapor.

Orchiston (1953) used this technique to measure the water vapor adsorption on seven New Zealand soils. The inadequacy of oven drying for determining dry weight, as previously discussed on page E6, was noted by Orchiston in preliminary observations. Orchiston therefore elected to dry his samples over a free surface of pure concentrated \( \text{H}_2\text{SO}_4 \). The dried samples were then placed in a dessicator with a dilute solution of \( \text{H}_2\text{SO}_4 \) and water and the entire assembly, evacuated, was placed in a constant-temperature water bath. The amount of water adsorbed by the samples at equilibrium was observed for several values of \( p_s \), which were controlled by increasing the acid dilution after each observation. The two highest vapor-pressure ratios \( (p_s/p_o) \) reported were 1.000, at which the pore space should be completely filled, and 0.842. All other controlled values of \( p_s/p_o \) reported were less than 0.842.

According to equation 6, the liquid pressure head for \( p_s/p_o = 0.842 \), \( T = 298^\circ \text{K} \), and \( R = 4.5 \times 10^{5} \) is about \(-2.3 \times 10^{4}\) cm \( \text{H}_2\text{O} \). From the capillary tube model it is estimated that the radius of the largest pores filled at this head value may be of the order of \( 10^{-4}\) cm. Because the water molecule radius is about \( 1.5 \times 10^{-8}\) cm (Dorsey, 1940, p. 48), and because the molecular forces between the liquid and solid are believed dominant if the meniscus is less than about 100 water molecule diameters in width, most of the moisture retention observed by Orchiston is likely in the adsorbed stage (fig. 1). Thus, equation 6 may not apply strictly as a measure of liquid pressure head, because it is founded on assumptions which do not account for adsorptive forces.

Equation 6 was used, nevertheless, to calculate the \( h_{f} \) values corresponding with the \( p_s/p_o \) reference used by Orchiston so as to emphasize the magnitude of the effective liquid pressure head attained by control of vapor pressure. The results are given in figure 11. The water contained by the samples observed was largely under the influence of adsorption characteristics. Furthermore, assuming that the soils were comprised of spherical particles, the specific surface area of 26.9 m²/g for sample \( F \) requires that the individual particle radius be about \( 5 \times 10^{-4}\) cm. Thus the solid particle size may have been nearly the same as the size of water molecules. With such proportional relations between particle size and size of the water molecule, definition of the physical occurrence of the pendular, funicular, and capillary stages in the pore spaces does not apply because the basic assumptions leading to equations 5 and 6 are not met.

**EFFECTS OF TEMPERATURE ON HEAD AND LIQUID CONTENT**

Equations 5 and 6 both contain temperature-dependent variables; consequently \( h_{f} \) is temperature dependent. As implied in connection with equation 5 the liquid content is dependent on \( h_{f} \) and now it will further be presumed to be a function of temperature. In order to proceed toward an evaluation of thermal effects on liquid pressure head in unsaturated porous media, we must first obtain a more general expression describing liquid head than is afforded by the capillary tube model and equation 5. From equation 1 and its dimensional characteristics it may be inferred that for the general case of a capillary interface

\[
h_{f} = \frac{\tau}{\rho g} f(\theta_{i})
\]

where \( f(1/r_{c}) \) is an unspecified function of a characteristic radius, \( r_{c} \), on the liquid-gas interface which is dependent on the amount of liquid held in the pore space. \( r_{c} \) might be identified, for example, as the smallest interface curvature developed at a given liquid content and existing in a given finite volume of the pore space. It will be assumed here that the liquid content is a single value function of \( (1/r_{c}) \). The latter assumption is generally accepted for changes in liquid content made consistently from either initially dry or initially moist conditions. With this assumption equation 19 may be rewritten as

\[
h_{f} = \frac{\tau}{\rho g} f(\theta_{i})
\]

in which \( \theta_{i} \) is the decimal fraction of the pore volume filled with liquid, and \( f(\theta_{i}) \) is an unspecified and independent function of the liquid content.

Assuming the content of pore liquid is held constant as the temperature is changed and the liquid density is constant, the differential of equation 20 becomes

\[
\frac{\partial h_{f}}{\partial T} = \frac{1}{\rho g} \frac{\partial f(\theta_{i})}{\partial T} \frac{\partial \theta_{i}}{\partial T} = \frac{h_{f}}{\tau} \frac{\partial \tau}{\partial T}.
\]
For the conditions prescribed, equation 21 may be used for estimating the effect on liquid pressure head caused by small changes in temperature. From Dorsey (1940, table 225, p. 514), the interfacial tension for the water-water vapor system can be expressed by

\[ \tau/g = 0.119 - 0.000155T \]  

(22)

approximately, over the temperature range of interest. Thus

\[ \frac{\partial \tau/g}{\partial T} = -0.000155. \]  

(23)

Substitution of equations 22 and 23 in equation 21 yields

\[ \frac{\partial h_t}{\partial T} = \frac{h_t}{768-T} \]  

(24)

To illustrate the effects on \( h_t \) caused by changing temperature if the liquid content is held constant, substitute \( h_t = -200 \text{ cm} \), \( T=298\text{°K} \) (25°C), in equation 24 as follows:

\[ \frac{\partial h_t}{\partial T} = \frac{200}{768-298} = 0.43 \text{ cm/°K}. \]

The development leading to equation 24 appears to be the most generally adopted means for indicating the relation between temperature and liquid head in the literature on this subject. It must be recalled that equation 24 applies only to that component of head change due to a change in temperature. Equation 24 may lead to paradoxical conclusions from experiment if applied to porous media in which the liquid content is not controlled. For example, consider a column taken from the unsaturated zone, initially having a liquid content in equilibrium with the water table. Now let the temperature be changed uniformly over the entire column. Equation 24 shows that the liquid pressure head will change nearly in direct proportion with \( h_t \). For static conditions, however, \( h_t = -H \). Thus, according to the definition of static conditions, if the water-table altitude remains the same through a temperature change there can be no change in static head. However, the liquid will be redistributed at each point in the column and finally all interfacial curvatures will again produce a liquid pressure head equal to the altitude above the water table at every point. A useful expression can be derived that allows for changes in both liquid content and liquid pressure head as a func-
tion of temperature. For such a physical system, it must be assumed that liquid pressure head is a function of liquid content, \( \theta_l \), and temperature. The total derivative expressing this relation is

\[
\frac{dH}{dT} = \frac{\partial H}{\partial \theta_l} \frac{d\theta_l}{dT} + \frac{\partial H}{\partial T} = \frac{d\theta_l}{dT} + \frac{\partial H}{\partial T}.
\]  

(25)

In equation 25, the term \( \frac{\partial H}{\partial \theta_l} \frac{d\theta_l}{dT} \) is simply the slope of the curve of liquid pressure head versus liquid content previously discussed, and the term \( \frac{\partial H}{\partial T} \frac{dT}{dT} \) has already been given as equation 24.

Observations on a No. 40 size sand reported by King (1898) as having an effective grain diameter of 0.1848 mm can be used to illustrate the dual effects caused by changing temperature in the unsaturated zone. \( H \) and \( \theta_l \) values measured at the end of 2½ years of drainage of an upright column of this material are given in figure 12A and in table 3. These data are assumed to closely represent the static relation between liquid head and liquid content. The temperature of the test column probably fluctuated over comparatively wide limits in the laboratory where the column was stored, but it is assumed that effectively the temperature was about 20°C, or 293 K. The computed results to follow are only presented as an illustration of the use of equation 25 and its implications. Therefore accuracy of information on test temperatures is not of great importance.

Table 3.—Static pressure head, moisture content, and temperature relations for King’s No. 40 sand

<table>
<thead>
<tr>
<th>( H - h_f ) (cm)</th>
<th>( \theta_l )</th>
<th>( 1/(\partial h_f/\partial \theta_l)^{(cm^3)} )</th>
<th>( \partial h_f/\partial T ) (cm - K^-1)</th>
<th>( -dH/dT ) (°K^-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>156.2</td>
<td>0.0776</td>
<td>10.3X10^4</td>
<td>0.633</td>
<td>4.8X10^-1</td>
</tr>
<tr>
<td>148.6</td>
<td>0.0776</td>
<td>4.9X10^4</td>
<td>0.297</td>
<td>4.6</td>
</tr>
<tr>
<td>141.0</td>
<td>0.0748</td>
<td>3.2</td>
<td>0.37</td>
<td>1.7</td>
</tr>
<tr>
<td>132.4</td>
<td>0.0767</td>
<td>3.7</td>
<td>0.37</td>
<td>4.2</td>
</tr>
<tr>
<td>126.7</td>
<td>0.0767</td>
<td>3.7</td>
<td>0.37</td>
<td>3.0</td>
</tr>
<tr>
<td>118.1</td>
<td>0.0843</td>
<td>3.9</td>
<td>0.37</td>
<td>4.2</td>
</tr>
<tr>
<td>110.5</td>
<td>0.0925</td>
<td>3.7</td>
<td>0.37</td>
<td>3.0</td>
</tr>
<tr>
<td>102.9</td>
<td>0.0987</td>
<td>6.7</td>
<td>0.211</td>
<td>3.8</td>
</tr>
<tr>
<td>95.5</td>
<td>0.1010</td>
<td>7.8</td>
<td>0.201</td>
<td>4.0</td>
</tr>
<tr>
<td>87.6</td>
<td>0.0998</td>
<td>9.4</td>
<td>0.184</td>
<td>4.0</td>
</tr>
<tr>
<td>86.0</td>
<td>0.1035</td>
<td>1.7X10^-3</td>
<td>0.188</td>
<td>4.0</td>
</tr>
<tr>
<td>75.4</td>
<td>0.1348</td>
<td>5.6</td>
<td>0.152</td>
<td>3.9</td>
</tr>
<tr>
<td>66.8</td>
<td>0.1443</td>
<td>4.1</td>
<td>0.136</td>
<td>2.5</td>
</tr>
<tr>
<td>57.2</td>
<td>0.1572</td>
<td>8.2</td>
<td>0.120</td>
<td>2.3</td>
</tr>
<tr>
<td>45.9</td>
<td>0.2057</td>
<td>1.2X10^-3</td>
<td>0.164</td>
<td>2.5</td>
</tr>
<tr>
<td>41.9</td>
<td>0.2720</td>
<td>1.4</td>
<td>0.092</td>
<td>2.5</td>
</tr>
<tr>
<td>33.4</td>
<td>0.5873</td>
<td>3.1</td>
<td>0.072</td>
<td>2.2</td>
</tr>
<tr>
<td>26.7</td>
<td>0.8471</td>
<td>2.0</td>
<td>0.092</td>
<td>2.2</td>
</tr>
<tr>
<td>19.1</td>
<td>0.8960</td>
<td>3.8X10^-3</td>
<td>0.092</td>
<td>2.2</td>
</tr>
<tr>
<td>11.4</td>
<td>0.8980</td>
<td>5.8</td>
<td>0.092</td>
<td>2.2</td>
</tr>
<tr>
<td>3.4</td>
<td>0.9768</td>
<td>4.3</td>
<td>0.092</td>
<td>2.2</td>
</tr>
<tr>
<td>0</td>
<td>1.000</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

From the tabulated values of \( H \) and \( \theta_l \) in table 3, \( \partial h_f/\partial T \) were estimated by numerical methods (Southwell, 1946, p. 19). The results are listed in the third column of table 3. Values of \( dh_f/dT \) calculated from equation 24 are listed in the fourth column. Using the tabular values in columns 3 and 4, \( -dH/dT \) was calculated by equation 25, assuming that the water-table position remained stationary through a temperature change, that is, \( dH/dT = 0 \). The figures in column 5, table 3, show the amount by which \( \theta_l \) decreases from one static condition to another at each value of \( H \) in the profile for each degree Kelvin increase in temperature if the water-table position is held constant. If the top of the column should be isolated from moisture transfer with the atmosphere, any change in liquid content must either affect liquid storage or change the vapor density in the gas phase above the water table. If changes in the vapor phase are negligible and all changes in liquid content are internal to the column, the liquid content increases over part of the column, and decreases over the remainder, and the net change in liquid content in the column is zero in response to a change in temperature. This represents a redistribution of liquid content in the profile that will give rise to a change in the water-table position. For the initial conditions exhibited in figure 12A it is impracticable to calculate the change in water-table position by direct methods. Graphical methods were adopted for use in the example presented here. Several values of \( dH/dT \) other than zero were assumed, and the resulting values of \( dh_f/dT \) calculated by equation 25 at intervals of \( H \). Selected computed values are given in columns 6 and 7 of table 3, and are shown graphically in figure 12B. It can be seen from inspection of 12B that the total amount of liquid in storage changes about one-tenth of 1 percent for each degree of temperature change, if \( dH/dT = 0 \).

The curve shown in figure 13 was constructed from calculated results just described, including those given in table 3. It shows that if a column of this sand 152 cm long is isolated from a change in total liquid content, with a free surface at its base, a change in temperature of 1°K will cause a change in the free surface position of about 0.05 cm. An increase in temperature, as indicated in connection with equation 24, causes \( h_f \) and also \( H \) to become smaller in magnitude. Thus if no water is added to the column the water table rises as the temperature of the column increases. The other predominant hydraulic effect associated with the rise of temperature is an increase of the liquid content in the lower end of the column and a decrease of the liquid content in the upper part of the column. The magnitude of \( dh_f/dT \) and \( dh_l/dT \) as functions of position are of course dependent not only on the characteristic curve of \( h_f \) versus \( \theta_l \) but also on the column length and temperature. The calculated results given in figure 13 and in table 3 emphasize the importance of recognizing the role played by variations in liquid content throughout the column, in response to temperature changes.
Gardner (1955) studied the relation between temperature and liquid pressure head on sand, sandy loam, and muck soil samples in the laboratory. His experimental results appear to contain effects of vapor phase transfer on liquid content not considered in the foregoing discussion. One-liter volumes of soil were moistened to less than field capacity and packed in bottles each containing a tensiometer. The sample bottles were immersed in a water bath for temperature control. The samples were isolated from the atmosphere except for a capillary-sized vent. Thus the total pressure in the vapor phase was approximately atmospheric for all observations. Equilibrium values of temperature and liquid pressure head were read when the "mercury in the manometers (tensiometers) came to apparent rest" and when the "temperatures in the cups and in the soil \( \frac{1}{16} - \frac{1}{8} \) inch from the cups were approximately equal **" (Gardner, 1955). The time required for this apparent equilibrium reportedly varied from a few minutes to 18 hours. Shorter periods of time were required to reach equilibrium for sample temperatures near room temperature, and longer periods of time were required for sample temperatures near freezing.

Gardner's expressed concern over possible nonsteady-state effects in the reported observations appears justified. His samples were initially at room temperature. Heating the sample perimeter would initially drive vapor toward the tensiometer located in the center, and this vapor should later return to the perimeter as thermal equilibrium was approached. For a cylindrical container with a radius of 4 cm and a length of 20 cm, ignoring the effects of the container walls and ends on heat transfer, and assuming heat transfer by conduction only with a thermal diffusivity of \( 1 \times 10^{-3} \text{ cm}^2 \text{ sec}^{-1} \), the temperature change at the center of the sample would have reached 99.3 percent of the change applied at the perimeter within 12 hours. Vapor transfer as an added heat transfer mechanism in the sample would have a tendency to further increase the time required to reach essential thermal equilibrium. Woodside and Cliffe (1959) noted that essential thermal equilibrium was reached in a 5-cm thickness of sand under a temperature difference of 30°C: after 48 hours if saturated at 25 percent liquid content by dry weight, 170 hours at 4 percent, 200 hours at 2 percent, and 60 hours at 0 percent liquid content, by dry weight. This example serves to
illustrate the possible effects of heat transfer by vapor movement on the time required for equilibrium in Gardner’s experiments. Gardner applied step changes of temperature equal to about 10°C between most equilibrium measurements, and therefore his test measurements probably do not reflect true static conditions. A significant temperature gradient, though small, probably existed near the tensiometer in all measurements reported. The degree to which this affects his observations is unknown.

Characteristic curves of liquid pressure head versus temperature derived from successive heating and cooling of a muck soil (Gardner, 1955, fig. 4) are shown in figure 14. Note that head values at any given temperature progressively increased as the experiment continued. This was probably caused by progressive loss of moisture from the sample container. As can be shown by equation 6, the pore humidity was always near saturation. Heating would simultaneously increase the vapor content in the pores and drive vapor out through the pressure relief vent. Cooling induced the flow of relatively dry room air to return to the sample container. The net loss of liquid from the sample appears to have caused a shift of nearly 100 cm head between the end of the last cooling period and heating to nearly 50°C.

It should be recognized that a very small change in the amount of liquid retained could cause this change in head. The density of water vapor in the pore space at about 25°C is about $2 \times 10^{-5}$ g-cm$^{-3}$. Heating over the 0°C–50°C range would drive about one-sixth of the gas volume and water vapor from the pore space through the relief vent by expansion. The vapor formed in the pore space upon heating is mostly derived from the liquid phase. The change in liquid content, $\Delta \theta_l$, over the 50°C warming interval is approximately equal to the vapor density times the change in gas volume, or about $3 \times 10^{-6}$. The net change in pressure head, possibly due to loss of liquid, was indicated to be about 100 cm from a comparison of the last cooling and warming curves shown in figure 14. Thus the slope of the liquid pressure head versus liquid content curve ($\Delta h_l / \Delta \theta_l$) at the liquid content of the sample is given by $3 \times 10^{-4} = 3 \times 10^7$ cm, approximately.

Analysis of the cooling curve may be employed for qualitatively verifying the calculated slope of the liquid head versus liquid content curve. Upon cooling, the mass of vapor contained in the pore space will be reduced by condensation, because, as previously indicated, the gas phase is very nearly completely saturated with water vapor at the observed liquid pressure heads. Thus, as the sample temperature is reduced, the liquid content, $\theta_l$, increases by the amount of condensation from the vapor phase. The mass of liquid and vapor contained in a unit volume of pore space may be related for cooling as follows:

$$\frac{\partial m_v}{\partial T} = -\frac{\partial m_l}{\partial T}$$

in which $m_v$ is the mass of water vapor contained in each unit pore volume and $m_l$ is the mass of liquid water contained in each unit pore volume. It is also recognized that

$$m_v = \rho_v (1 - \theta_l)$$

and

$$m_l = \rho_l \theta_l.$$  

Substituting the differentials of equations 27 and 28 in equation 26, and assuming that density of the liquid phase may be considered independent of temperature, we find

$$\frac{\partial \theta_l}{\partial T} = \frac{(1 - \theta_l)}{(\rho_v - \rho_l)} \frac{\partial \rho_v}{\partial T}$$

$\rho_v - \rho_l$ is nearly equal to minus one, and, because the sample was relatively dry, $(1 - \theta_l)$ is of the order of one. Therefore,

$$\frac{\partial \theta_l}{\partial T} \approx \frac{\partial \rho_v}{\partial T}.$$  

At a temperature of 25°C, $\frac{\partial \rho_v}{\partial T} = 1.3 \times 10^{-4} \text{g-cm}^{-3} \text{C}^{-1}$. From Gardner’s observations the mean $\frac{\Delta h_l}{\Delta T}$ was about 10 cm°C$^{-1}$, and $h_l = -400$ cm. These data, as...
finite-difference approximations, and equation 30 may be put in equation 25, which yields:

\[
\frac{d h_t}{dT} = 10 - \frac{\partial h_t}{\partial \theta_t} \left(1.3 \times 10^{-6}\right) + \frac{400}{768 - 298} \times 9.2 \times 10^{-6} = 7 \times 10^4.
\]

Numerically the latter result is probably more nearly correct than the figure obtained from analysis of the warming curve. It is believed that the physical basis for the two analyses are sufficiently diverse, and the numerical results are sufficiently close, that one may conclude vapor transfer had a pronounced effect on the observations recorded by Gardner. Certainly it does not appear possible to justify the observations shown in figure 14 as representing changes due predominantly to the functional relation between temperature and surface tension. A more adequate study of Gardner's data would require a more precise estimate of the amount of vapor driven from the sample upon warming and consideration of the vapor driven into the pore space upon cooling. The latter would require knowledge of the room humidity and temperature, and the \( \theta_t \) value at some time during the observations. However, the questions arising from the uncertainty as to the state of the thermal field and its effect on the observations reported preclude the desirability of a more detailed study.

It may be remarked that a more precise development of the vapor-liquid interrelations outlined above might form the basis for accurately measuring the slope of the liquid pressure head versus liquid-content curve at low moisture contents. Gravimetric methods have comparatively low accuracy where the liquid content in the sample is small. In observing a liquid pressure head versus liquid-content curve at small moisture contents in the laboratory, changes of liquid content at many points in the experiment than can be made by the more direct gravimetric methods.

### EFFECTS OF SALTS IN THE LIQUID PHASE ON LIQUID PRESSURE HEAD AND LIQUID CONTENT

To this point, the static liquid pressure head versus liquid-content characteristics have been discussed only for pure liquids. On pages E16–17, the reduction in vapor pressure caused by dissolved salts was mentioned briefly as a means for conveniently obtaining large \( h_t \) values in laboratory observations of liquid content versus liquid pressure head. Using the information presented there one might suspect that salt concentration, or differences in salt content, from place to place in the porous medium may have a pronounced effect on head or distribution of liquid. First consider the static occurrence of liquid described by equation 19,

\[
h_t = \frac{\tau}{\mu} g f(1/r_c)
\]

from which it is recognized that \( h_t \) is proportional to the liquid-gas interfacial tension. According to Moore (1955, p. 503) aqueous solutions with ionic salts generally have a higher surface tension than pure water. The increase in surface tension caused by the ionic salts is comparatively small. For example, the surface tension of sea water with a density of 1.025 g per cm³ is only about 1 percent greater than the surface tension of pure water (Dorsey, 1940, p. 514).

Therefore considering the liquid phase only in two separate columns both comprised of the same type of porous medium, the relations between static liquid head and liquid content should be found very much alike regardless of the salt concentration, provided the salt concentration were uniform in each column. However, salts may not be uniformly distributed in naturally occurring earth materials because of differences in structure, land use practices, differences in rates of leaching, and other factors. Near the water table the salt concentration is usually much smaller than at points higher in the zone of aeration. Nonhomogeneous salt concentration in the zone of aeration may play a significant role in the moisture distribution above the water table.

Some of the pertinent features of the relation between a salty-liquid system and a gas-solid system not apparent from the capillary tube hypothesis can be learned from a study based on equation 6, applied to the inverted capillary-sized U tube of figure 15. The internal radii of the two arms of the U are identical and uniform. The lower end of tube \( B \) is inserted beneath the free surface of pure water in the container on the right. Tube \( A \) is inserted beneath the surface of an aqueous ionic salt solution in the container on the left. The free surface positions in both are held constant and
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at the same level. From equation 19 and the knowledge that surface tension and density change very little with the salinity in $A$, we expect to find $H_A$ very nearly equal to $H_B$. It might be presumed, therefore, that this system is in a static condition. However, to satisfy static conditions the vapor phase must also be static. This may be checked by applying equation 3 to the vapor phase. Accordingly,

$$H_A = -RT \log \frac{p_v}{p_s} \quad (31)$$

and

$$H_B = -RT \log \frac{p_v}{p_0} \quad (32)$$

Comparison of equations 31 and 32 shows that because $p_s$ is different from $p_0$, the vapor phase cannot be under static conditions. Rather, there will be a continuous vapor flow through the U section from $B$ to $A$ causing dilution and an increase in temperature in $A$, and a decrease in temperature in $B$. If the salt content in the container on the left were held constant the system could never become static. Thus it is evident that salt distribution in the unsaturated zone will have comparatively little direct effect on liquid heads but will have a pronounced effect on the movement of the vapor phase.

As a consequence of the occurrence of dissolved salts in natural waters in porous media, measurements of liquid pressure head in unsaturated rocks, commonly made with tensiometers in field studies, are of doubtful accuracy. Certainly the conditions postulated for figure 15 may arise around tensiometer cups as installed in the field. Figure 16 schematically shows a tensiometer cup associated with a segment of unsaturated soil. It is assumed that the tensiometer cup and the attached manometer line were filled with pure water, and the liquid solution in the porous medium at $A$ contains ionic salts. The manometer connected to the tensiometer cup can only reflect the correct pressure head in the soil liquid if the vapor phase is static. If the vapor phase is not static, vapor movement to or from the cup assembly will continuously change the head values observed in the manometer. From equation 3, for static conditions in the vapor phase, the pressure drop across the menisci of the soil solution is given by

$$\frac{p_{CA}}{p_s} = RT \log \frac{p_s}{p_v} \quad (33)$$

and across the menisci of the porous cup by

$$\frac{p_{CB}}{p_0} = RT \log \frac{p_0}{p_v} \quad (34)$$

It can be seen that the difference in head between the soil liquid and liquid in the tensiometer may be as much as $\frac{p_{CA}}{p_s} - \frac{p_{CB}}{p_0}$. This difference is equal to the osmotic pressure of the salty solution (Edlefsen and Anderson, 1943, equations 222, 226, and 227). $p_s$ and $p_0$ are significantly different even for comparatively dilute salt solutions. Ordinarily then the tensiometer observation, unless corrected for errors due to this difference, may indicate liquid pressure heads appreciably greater in magnitude than those which actually exist. If the soil-moisture content varies slowly, static conditions might be postulated because the amount of vapor available for transfer from the cup is restricted by the limited tensiometer storage. Such a restriction was not implied in connection with figure 15. Actually the errors in the tensiometer readings may be any value between zero and the osmotic pressure of the soil solution, depending on rate of change of $\theta$, the degree of liquid phase continuity between the soil and cup, and other factors.

Breazeale and McGeorge (1955) showed the effects of salinity on liquid content in the wilting range by a laboratory study. Soil water was depleted to the wilting point by tomato plants. The soil salinity was controlled by first desalinizing the original field samples. Equal parts of sodium chloride and sodium sulphate were then added to produce various salinity levels in the liquid retained up to a total of 1,000 ppm salt. Presumably in the experiments the relative humidity of the soil air was controlled by the plant at wilting and was therefore relatively independent of the salt content. Thus, $p_v$ as observed in the various suites of samples was relatively independent of the salt content of the liquid phase. The free solution vapor pressure, $p_s$, decreases as the salt content is increased. Therefore, according to equation 33, as the salt content increases, for a given pore vapor pressure, the value of $p_{CA}$ increases. Or, in effect, the liquid pressure head tends toward zero. In turn, this causes a higher percentage of moisture to be retained with increasing salinity, in accord with equation 19. The data shown in table 4, taken from Breazeale and McGeorge (1955), verify this.
Table 4.—Soil-water salinity and moisture content at the wilting point for tomato plants

[After Breazeale and McGeorge (1955)]

<table>
<thead>
<tr>
<th>Soils and solution</th>
<th>Conductivity of saturation extract (mho-cm⁻¹)</th>
<th>Tomato plant wilting percentage (by weight)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safford soil, Cajon deep silted phase:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Desalinized</td>
<td>1.9</td>
<td>15.9</td>
</tr>
<tr>
<td>Desalinized plus 100 ppm salt</td>
<td>2.8</td>
<td>18.1</td>
</tr>
<tr>
<td>Desalinized plus 500 ppm salt</td>
<td>3.3</td>
<td>18.9</td>
</tr>
<tr>
<td>Original</td>
<td>5.1</td>
<td>20.0</td>
</tr>
<tr>
<td>Mesa soil, Laveen clay loam:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Desalinized</td>
<td>0.9</td>
<td>6.7</td>
</tr>
<tr>
<td>Original</td>
<td>1.3</td>
<td>7.9</td>
</tr>
<tr>
<td>Desalinized plus 100 ppm salt</td>
<td>1.6</td>
<td>7.1</td>
</tr>
<tr>
<td>Desalinized plus 500 ppm salt</td>
<td>2.3</td>
<td>8.5</td>
</tr>
<tr>
<td>Desalinized plus 1,000 ppm salt</td>
<td>3.0</td>
<td>8.9</td>
</tr>
<tr>
<td>Vinton soil, very fine sand:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Desalinized</td>
<td>1.0</td>
<td>3.6</td>
</tr>
<tr>
<td>Original</td>
<td>2.5</td>
<td>3.9</td>
</tr>
<tr>
<td>Desalinized plus 100 ppm salt</td>
<td>2.6</td>
<td>4.0</td>
</tr>
<tr>
<td>Desalinized plus 500 ppm salt</td>
<td>3.9</td>
<td>4.8</td>
</tr>
<tr>
<td>Pima soil, very fine sandy loam:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Desalinized</td>
<td>2.1</td>
<td>9.3</td>
</tr>
<tr>
<td>Original</td>
<td>3.4</td>
<td>10.4</td>
</tr>
<tr>
<td>Desalinized plus 500 ppm salt</td>
<td>5.2</td>
<td>12.8</td>
</tr>
<tr>
<td>Original</td>
<td>14.5</td>
<td>15.2</td>
</tr>
</tbody>
</table>

Dently the functional relation between moisture content and salinity is dependent on the liquid pressure head versus liquid-content characteristic of the soil, the osmotic pressure of the soil-water solution, and its distribution in space.

Fox (1957) suggested applying these relations to determine the amount of moisture available to plants in soils containing saline solutions. The significance of the relation of salinity to osmotic pressure is apparent through the work of Campbell and others (1948). They plotted electrical conductivity and total cations in milliequivalents per liter (meq per l) against osmotic pressure and electrical conductivity versus milliequivalents per liter as observed in saturation extracts. They calculated osmotic pressures from observed freezing point depressions and measured electrical conductivities with special laboratory apparatus. Their results are shown in figure 17. Typical potable ground water generally falls within the range of 1–10 meq per l total cations. The osmotic pressure associated with this range would be between 0.03 and 0.3 atmospheres or approximately 30 to 300 cm of water, as found by extrapolating milliequivalents per liter versus the osmotic pressure curve of figure 17. Thus the liquid pressure head versus liquid-content distribution is affected very strongly by comparatively small differences in salt distribution in the profile. For example, the sand characterized in figure 12A under static conditions in the vapor phase could remain saturated at the top of the column if the cation content were 4 meq per l at the top and nearly zero at the bottom.

It is, however, doubtful that static conditions could exist in a porous medium in nature where the salt concentration differs appreciably from place to place. If, in the case cited in the previous paragraph, the upper section of the sand column became nearly saturated by vapor motion from the free surface of pure liquid at its base, gravity would cause the salty solution in the liquid phase to flow downward. It is more likely that such flow would continue until the pure water became contaminated and the salt concentration above was diluted by flushing. Presumably this action would continue all along the profile until both the liquid and vapor systems reached static conditions. Evidently the salt concentration must be uniform over the profile if static conditions are to prevail in both phases simultaneously.

Multiphase Flow

General Flow Relations

Flow through unsaturated porous media is a multiphase process that is far more complicated than flow through saturated media. The rate of flow is dependent on the configuration of the liquid and gas phases in the pore space and on energy gradients formed chiefly by spatial changes in the pressure, temperature, and chemical content of the fluids in the pores. Flow characteristics are described by the conductivity of the medium to the passage of fluid under a specified energy gradient in much the same way that the coefficient of permeability (Wenzel, 1942) has been used for defining the flow characteristics of saturated aquifer mate-
rials. The term conductivity will be applied in this report to flow characteristics of unsaturated media so as to distinguish these from references to the nature of flow in saturated media.

Considering the nature of multiphase flow of water, three basic types of conductivity may be distinguished, each defining the potential mobility of the liquid, gas, and vapor phases. Individually, each of these types might be subdivided further according to the type of energy gradient creating flow. Liquid may be driven through porous media by pressure, temperature, or salinity gradients for example. Thus the conductivity of a medium to liquid flow, $K_L$, might be expressed in terms of the unit gradient for each form of energy. This holds also for the vapor and gas conductivities, $K_G$ and $K_T$, respectively. Evidently the conductivity values must be defined in terms of the particular energy drive involved, unless it can be shown that the various energy forms can be interrelated and their total effect defined by a tensor. As used in this report, the term “conductivity” is defined as the rate at which fluid moves through a unit cross-sectional area, taken normal to the direction of flow, under a unit gradient of the appropriate form of energy. Although the thermal and chemical effects on unsaturated flow have been studied at some length, practical computations for predicting the flow within prescribed boundaries are still limited mostly to those cases in which unsaturated flow can be treated as a pure liquid system, completely independent of heat flow.

The general relations among conductivity to liquid flow, velocity of liquid movement, and pressure potential were discussed by Buckingham (1907) in connection with the movement of soil moisture. He pointed out that decreasing $\theta_f$ reduces both the area of liquid-filled pore space available to flow and the number of continuous flow paths through the liquid phase. Thus the liquid conductivity decreases with decreasing $\theta_f$. Zero liquid conductivity was presumed only for zero liquid content. Richards (1931) reasoned that gas occupying part of the pore space influenced the liquid flow in basically the same manner as if the gas were a solid. Thus, liquid flow that results from head gradients applied across a short section of unsaturated media should follow Darcy’s law, at least approximately. This relation may be stated as

$$v_L = -K_L \left( \frac{dh}{dl} + \sin \lambda \right)$$

(35)

where $v_L$ is the bulk velocity of the liquid phase, $l$ is length taken along the direction of flow, and $\lambda$ is the angle between the direction of flow and the horizontal.

According to Scheidegger (1957, p. 154-156), at about the same time that Richards and others working with soil moisture migration forwarded this postulate, workers in the oil industry were also suggesting that Darcy’s law be applied to liquid flow through unsaturated porous media. Experimental observations dating from about 1930 in the chemical, oil, and soils disciplines gave considerable support to this hypothesis and by now it appears to have reached acceptance (Irmay, 1954; Pirson, 1958). As will be indicated later, Darcy’s law is an inadequate approximation where the flow of water and water vapor become interdependent. Even by intuitive reasoning one might certainly question the applicability of Darcy’s law for describing the complex flow of liquid and vapor. For some flow regimes over which $\theta_f$ is comparatively high, omission of flow contributions in the vapor phase may be justified. It must be recognized, however, that even at large $\theta_f$ values, the distribution of thermal and chemical potentials may cause more liquid motion than do the liquid-head gradients if the latter are relatively small. Therefore the degree of approximation in expressing flow and energy relations must be devised with an acute respect for all the conditions causing flow.

Within the general class of naturally occurring porous media, approximate grain shape is restricted mostly to spheres or plates. For two assemblages of spherical grains, each packed identically but of different grain size, the pore shapes are congruent, and the two pore systems differ only by a factor of length. In study of static liquid occurrence, it has been noted that the liquid configuration in the pore space is closely related to the liquid content. Thus for a given value of $\theta_f$ in the pore space, we may perceive that the relative interconnections among liquid elements are nearly congruent regardless of the size of grain. At any given $\theta_f$, then, the proportionate reduction in permeability due to decreasing the number and continuity of liquid elements should be somewhat similar for all grain sizes. Variability in this relation is contained within the limits of grain shape and packing arrangement differences as found especially in natural media. This concept is important to the study of unsaturated flow because it permits grouping of natural porous media under comparatively few forms of conductivity versus $\theta_f$ curves. At any given $\theta_f$ the conductivity may be expressed conveniently in dimensionless form as a relative conductivity. The relative conductivity is defined as the ratio of (1) the conductivity to fluid flow at $\theta_f$ and (2) the conductivity to fluid flow at $\theta_f=1$. In this report, relative conductivity of the liquid phase is denoted by $K_{Lr}$ and of the gas and vapor phases by $K_{Gr}$ and $K_{Tr}$, respectively.

Schematic curves of relative conductivity, as may be obtained by laboratory measurements (Wyckoff and Botset, 1936, for example), are shown in figure 18.
for the liquid and gas phases. The potential field driving either phase is presumed to be derived from control of the pressure gradient only, whereas the temperature and chemical gradients are presumed to be zero. Furthermore, in measuring liquid flow rates the gross movement of the gas phase was held to zero; and, conversely, in measuring the gas flow rates the gross movement of the liquid phase was held to zero. In the funicular stage the gas content is discontinuous through the pore space, and therefore the gas conductivity should be zero, by definition. The minimum liquid content in the funicular stage is thus given by the intercept $K_T = 0$ near $\phi_l = 0.8$ in figure 18, for example. Liquid continuity in some form is indicated by the $K_T$ curve down to a $\phi_l$ of about 0.2, showing possible finite conductivity to liquid in the pendular stage.

The curves of figure 18 apply for fluid flow under controlled conditions. That is, only one fluid type is permitted to move in each set of observations. If this control were not exerted, liquid movement may induce parallel movement of the gas phases or nonwetting fluids. The results of Leverett and Lewis (1941) show the area of concentration levels in which appreciable movement was noted in more than one fluid. The relative concentrations of oil, water, and gas found in a permeable sand, after fluid mixtures of constant composition flowed through the sample until equilibrium was attained, are given in figure 19A. The relative conductivity to oil for this system is shown in figure 19B. A comparison of these data shows that flow by induction with an adjoining fluid would likely be comparatively insignificant. Thus, each fluid or phase held in the pores may be considered as an individual flow, unaffected by adjacent fluids. This conclusion, however, may not hold for the water-water vapor and air system. For relatively volatile liquids like water, interaction between the liquid and vapor phases may preclude their separation and treatment as individual fluids in the pore space. Most studies of unsaturated flow have been made with the assumption that motion of each fluid or fluid phase is independent of the others, and comparatively little advance in the theory of flow of interacting fluids has been made.
MEASUREMENT OF LIQUID CONDUCTIVITY

Conductivity measurements are made using virtually the same techniques employed for permeability measurements. In the latter, the head or pressure difference across a saturated and confined sample of the porous medium is controlled, and the resulting gross velocity of liquid, $v_f$, is observed (Wenzel, 1942). The permeability is calculated from these observations. Conductivity measurements differ from permeability measurements in that more than one fluid must be subjected to control and measurement, and the degree of saturation by the principal flowing fluid must be determined because conductivity is dependent on the degree of saturation. Field observation of a complete relative conductivity versus $\theta_f$ curve is not practical now because multiple control and measurement is required over a wide range of $\theta_f$ values. An adequate range of $\theta_f$ is not usually found at any one place over a conveniently short period of time. The inadequacy of field equipment also prohibits accurate field measurement of conductivity over an extended range of $\theta_f$ values. In most instances accurate conductivity measurement over a sufficient range of $\theta_f$ values are attainable only by laboratory techniques.

The basic features of equipment used for measuring liquid conductivity of core samples are shown schematically in figure 20. The sample (a) is held in a gas chamber (c) supported at each end by fine porous disks (b). The disk material is selected so that gas from (c) will not pass through either disk, and both will remain saturated if the drop in total pressure across either disk is greater than the maximum value of $h_f$ of interest. Chambers (e) are kept full of liquid during the conductivity tests and liquid continuity between (e) and the contained sample is maintained through disks (b). Either the pump shown or a gravity drive may be used to produce a head difference across and hence flow through the sample. The rate of liquid flow at any given degree of saturation is monitored at the flowmeter. This information may be converted to gross liquid velocity if the cross-sectional area of the core is known. The conductivity may be calculated from equation 35, the observed velocity, and the observed head gradient.

Any one of several methods might be adopted for finding the value of $\theta_f$ for a particular test run. The difference between the mean liquid pressure head applied at the ends of the sample and the head in (c) equals the $h_f$ across the gas-liquid interfaces. This head may be compared with the static liquid pressure head versus liquid content curve (discussed on pages E4-22) of the sample to determine $\theta_f$ for each test run, or the core may be removed from the holder at the end of each run for a more direct method of measuring $\theta_f$. A continuous accounting of the inflow and outflow of liquid, and a material balance check, through all measurement runs, could be kept to indicate indirectly the residual $\theta_f$ in the sample and its changes from one run to another without dismantling the test equipment.

The most critical feature of the liquid-conductivity measurement equipment is the porous disk (b). Its primary function is to act as a hydraulic filter. In most testing methods the gas phase from chamber (c) is not permitted to flow through (b), whereas the liquid phase does flow from one retaining disk through the sample and out of the opposite retaining disk. Such control is obtained by selecting the material for disks (b) so that the disks will retain liquid in the capillary or funicular stages at all values of $h_f$ to be established in the sample.

Special-purpose testing required by oil-reservoir engineering for evaluating oil-drive techniques has given rise to the development of many laboratory conductivity devices. Scheidegger (1957, p. 157-163) has discussed the relative merits of the more popular equipment and appended an excellent set of references to the basic literature on instrumentation and measurement of conductivity. A more detailed description of a few of the laboratory techniques is given by Pirson (1958, p. 74-87).

Conductivity measurements made in the laboratory yield highly accurate results; error is usually less than about ±2 percent. However, the cost of such measurement in terms of funds and time is comparatively high. Even though the conductivity measurements are needed to identify the hydraulic properties of the unsaturated zone, the cost of measurement is not so readily justified for water exploration as it is for oil exploration.
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**Figure 20.** Schema of liquid conductivity measurement apparatus: (a) sample, (b) porous retaining disks, (c) gas chamber, (d) impermeable sleeve and support, and (e) liquid distribution chamber.
An alternative method of obtaining the conductivity versus $\theta_r$ curve would be desirable. Richards and Weeks (1953) describe a system of observing flow rates and tension on a soil column about 1 foot in length, under nonsteady flow conditions, from which conductivity can be estimated. Liquid head is measured by standard tensiometer equipment at several points in the sample, and these head values are used as an indication of $\theta_i$ by comparison with the liquid content versus liquid-head curve obtained from static measurements. Conductivity values may be calculated, from these measurements, taken over a period of nonsteady flow, by finite-difference approximation of the differential equation of nonsteady liquid movement.

Rose (1951) also discussed measurements of this nature, with special reference to the time required by the tensiometers to reach equilibrium with the liquid phase. He emphasized the difficulty of obtaining correct head measurements if only a small amount of liquid was contained in the sample. Low conductivities in the sample, associated with small $\theta_i$, result in slow manometer response. A procedure for adjusting the manometer positions to minimize lag in response of the manometer due to storage changes in the liquid phase as the tests proceed was offered. Minimizing storage changes in the manometer reduces the time needed for attaining equilibrium between the sample and tensiometer and thereby reduces the time needed for laboratory observation.

**CALCULATION OF LIQUID CONDUCTIVITY**

A less costly approach to determining conductivity than by laboratory measurement alone might be found through making measurements for a relatively small number of $\theta_i$ values and interpolating between measured values, or possibly defining the entire curve by calculation from the curve $h_i$ versus $\theta_i$. The fundamental characteristic that best defines the liquid content of the medium is the curve of liquid content versus liquid pressure head, which is obtained from static observations. But in order to relate the static liquid occurrence to the steady-flow characteristics there must be a clear definition of the configuration of the pore liquid as a function of $\theta_i$. As indicated by Miller and Miller (1956), the interconnections between liquid filaments in the pore space are complicated, and it is difficult to obtain a completely sensible model of unsaturated liquid flow in terms of interconnected capillary tubes. However, the simplified capillary tube models remain as the chief basis for developing methods of computing liquid conductivity.

Childs and George (1948) assumed that pore space may be modeled as a bundle of parallel cylindrical capillary tubes of various sizes. For the cylindrical capillary tube, equation 5 states that $h_i$ is proportional to $1/r_{et}$. Accepting the capillary tube model allows viewing the $\theta_i$ versus $h_i$ static relation as an index of an $r_{et}$ versus $\theta_i$ curve. Thus the $h_i$ versus $\theta_i$ curve may be employed directly for estimating the pore-size distribution at any degree of saturation. Poiseuille's well-known equation for flow through capillary tubes was applied to each pore size. A summation of the relative contribution of flow from each size by this means yields a figure for relative conductivity of the medium. This procedure was used by Childs and George for calculating the curve shown in figure 21.
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They compared their calculated results with a set of conductivity observations made on the sample, a sand whose grains ranged between 0.5 and 1.0 mm in diameter. The calculated curve was arbitrarily matched with the observed value of conductivity at $\theta_i/\phi=0.3$.

Rather than the Poiseuille equation for flow in a filled cylindrical tube, Rapoport and Leas (1951) used Kozeny's equation relating the solid-liquid interface area to permeability for weighting the relative conductivity of any given continuous liquid element. In Kozeny's equation the total surface area was taken to include both the liquid-solid and the liquid-gas interface areas. The liquid-gas interfacial area was obtained by use of the principles of thermodynamics. The latter investigation defined maximum and minimum liquid-gas areas for any given value of $\theta_i$, which were applied through Kozeny's equation to find a maximum and minimum value of relative conductivity. The
final expression for $K_{(max)}$ obtained from analysis of this model may be written as

$$K_{r(t)} = \Theta \left[ \frac{\sum_{i} s_i}{\sum_{i} s_i + \sum_{i} \phi_i} \right]^2$$

where

$$\Theta = \frac{\theta_l - \theta_w}{1 - \theta_w}$$

In equations 37 through 40, $\theta_l$ is that liquid content, expressed as a fraction of the total pore volume at which the conductivity to liquid flow is zero, and $h_{f,m}$ is the mean liquid pressure head in the range $\theta_l$ to $\theta_w$. The minimum relative conductivity at any given $\theta_l$ value was found to be

$$K_{r(t)} = \Theta \left[ \frac{\sum_{i} s_i}{\sum_{i} s_i + \sum_{i} \phi_i} \right]^2$$

In the Kozeny equation used as a model for developing equations 36 and 41 contains a constant dependent on the tortuosity of the liquid-flow paths, which has been assumed by Rapoport and Leas to be independent of $\theta_l$. The validity of equations 36 and 41 is in question because the relation between $\theta_l$ and tortuosity does not appear to be constant (Burdine, 1953). Wyllie and Gardner (1958a, b) developed a model of porous media using somewhat the same viewpoint as Childs and George (1948), except for the variability due to tortuosity, and derived the following:

$$K_{r(t)} = \Theta \left[ \frac{\sum_{i} s_i}{\sum_{i} s_i + \sum_{i} \phi_i} \right]^2$$

wherein the term $\Theta$, defined by equation 37, accounts for a variable tortuosity. Equation 42 reportedly yields estimates of $K_{r(t)}$ highly compatible with labora-
trations and the energy distribution in the flow system. At high liquid concentrations in most natural environments, it is probable that the vapor and gas motion neither retards nor augments the liquid flow appreciably. Under these circumstances, the movement of liquid water may be defined without reference to the other fluids contained in the pores. In any given infinitesimal element of such a flow field, the rate of change in mass of stored liquid equals the spatial change in mass flow. This continuity relation may be expressed as

$$\frac{\partial \rho \eta}{\partial t} + \frac{\partial \rho \gamma}{\partial y} + \frac{\partial \rho \eta}{\partial z} = -\phi \frac{\partial \rho \theta_f}{\partial t} \quad (44)$$

where \(t\) refers to time. Provided the liquid density is constant at all points and is uniform from place to place, equation 44 may be written as

$$\frac{\partial \eta}{\partial x} + \frac{\partial \eta}{\partial y} + \frac{\partial \eta}{\partial z} = -\phi \frac{\partial \theta_f}{\partial t} \quad (45)$$

For the type of flow assumed here the gross velocity of liquid may be expressed in terms of \(h\), according to equation 35. Making the indicated substitution and taking \(z\) to be the vertical axis, equation 45 becomes

$$K_t \left[ \frac{\partial^2 h_t}{\partial x^2} + \frac{\partial^2 h_t}{\partial y^2} + \frac{\partial^2 h_t}{\partial z^2} \right] + \frac{\partial K_t}{\partial x} \frac{\partial h_t}{\partial x} + \frac{\partial K_t}{\partial y} \frac{\partial h_t}{\partial y}$$

$$+ \frac{\partial K_t}{\partial z} \left[ \frac{\partial h_t}{\partial z} + 1 \right] = \phi \frac{\partial \theta_f}{\partial t} \quad (46)$$

Richards (1931) is generally credited as being one of the pioneers in adopting the concepts of unsaturated liquid occurrence and movement embodied in equations 35, 44, 45, and 46. These fundamental concepts have gradually gained acceptance because observed heads and liquid contents are comparable generally with those predicted from the above equations for liquid flow systems.

Equation 46 may be written in any one of several combinations of variables selected for convenience of application. Dividing through by the permeability of the medium converts the conductivity to the relative conductivity. Assuming that \(h_t\) and \(K_t\) may be expressed as single-valued functions of \(\theta_f\), equation 46 may be written in terms of only \(\theta_f\) for example.

The construction of equation 46 does not in itself presume limitations on the functional relations among \(K_t\), \(\theta_f\), and \(h_t\). However, solutions to equation 46 are easily obtained only through the further assumption that \(K_t\) is a single-valued function of either \(\theta_f\) or \(h_t\), and that \(h_t\) is a single-valued function of \(\theta_f\). The latter assumptions, in part, follow logically from the more general conditions postulated: that all flow is in the liquid phase and that thermal and chemical effects on the flow regime are negligible.

It is known the relations among \(h_t\), \(\theta_f\), and \(K_t\) are not single-valued in most porous media. On increase of the liquid content the value of \(h_t\) at a given \(\theta_f\) will be less than the \(h_t\) observed at the same value of \(\theta_f\) if the liquid content is decreased. An example is given in the adsorption-desorption curves presented in figure 31A, p. E48. Because the curves of (such as fig. 31A for example) \(h_t\) versus \(\theta_f\) observed over several wetting and drying cycles closely resemble the hysteresis curves noted in other stress phenomena, the multivalued relations are usually termed hysteresis effects. The geometrical shape of the pore space is generally recognized as the underlying cause of hysteresis, as described by Smith (1933a).

**COMPUTATION OF ONE-DIMENSIONAL FLOW**

As a general rule the relations among conductivity, liquid head, and liquid content are nonlinear, and \(K_t\) is a function of \(h_t\). Therefore equation 46 is a nonlinear differential equation. Thus, analysis of unsaturated flow in more than one direction is virtually impossible by straightforward methods of calculus. One must evidently resort to some form of approximation in order to obtain a solution, either in the analytical process adopted or in approximating the relatively complicated \(K_t\) functions by simple algebraic expressions.

Richards (1931) discussed a solution of equation 46 for one-dimensional steady flow in materials for which the conductivity could be expressed as

$$K_t = a h_t + b \quad (47)$$

where \(a\) and \(b\) are constants. At \(h_t=0\) the medium is saturated and therefore \(b\) in equation 47 apparently equals the permeability. Equation 47 is a good approximation (Gardner and Mayhugh, 1958) over the range \(1 > \theta_f > 0.65\). Even for the least complex boundary conditions, however, equation 47 does little toward simplifying the solution of equation 46 for nonsteady flow.

Remson and Fox (1955) studied a case of one-dimensional steady flow for

$$K_t = a h_t \quad (48)$$

Equation 48 specifies that the liquid conductivity is infinite where \(\theta_f = 1\). Where the unsaturated section above the water table is thick, the section near the water table, corresponding to the capillary fringe, normally contributes little resistance to flow compared with the drier sections higher in the profile, and perhaps equation
48 may be justified as an effective average for many situations. Kemson and Fox applied their final analytical expression for computing the relation between liquid pressure head and height above the free surface in an evapotranspirometer. Their computed results agreed well with observed data even though, as they point out, observations were made while the soil-water system was in the nonsteady state, the constant, \( a \), in equation 48 was obtained from only one observation, and some of the flow-rate measurements were affected by instrumental errors.

Equations 47 and 48 are symbolic of a wide variety of approximate relations which might be utilized for construction of a soluble differential equation of one-dimensional steady flow. In the way of contrast, equation 47 best fits the \( K_f \) versus \( \theta_f \) curve at large values of \( \theta_f \) and equation 48 might be applied most successfully to small values of \( \theta_f \). Further search for, application of, and evaluation of simple functional relations between \( K_f \) and \( h_f \) or \( \theta_f \) seems desirable so as to extend the limited means now available for simply estimating liquid flow rates under steady or near-steady conditions.

Perhaps because study of nonsteady flow is considered of greater practical import, more attention has been focused recently on investigating it than steady flow. Approximations like equations 47 and 48 applied to solve nonsteady-flow problems evidently produce differential equations intractable except through the use of methods like numerical analysis. Where such methods have been used it has been unnecessary to represent the conductivity function in approximate form, but the calculations required for obtaining a description of flow are generally lengthy.

Thus far only one special problem of one-dimensional flow along the axis of the earth's gravity field seems to have been treated successfully, that is, a solution has been devised which does not require an impractical amount of calculation. Equation 46 for horizontal flow is

\[
K_f \frac{\partial^2 h_f}{\partial x^2} + \frac{\partial K_f}{\partial x} \frac{\partial h_f}{\partial x} = \phi \frac{\partial \theta_f}{\partial t}
\]

and for vertical flow is

\[
K_f \frac{\partial^2 h_f}{\partial z^2} + \frac{\partial K_f}{\partial z} \left[ \frac{\partial h_f}{\partial z} + 1 \right] = \phi \frac{\partial \theta_f}{\partial t}
\]

Commonly \( h_f \) is expressed in terms of \( \theta_f \) to reduce the number of variables appearing in equation 49. One means to this end is a redefinition of the conductivity characteristic in terms of a diffusivity coefficient as follows:

\[
D_f = K_f \frac{\partial h_f}{\partial \theta_f}
\]

wherein \( D_f \) is referred to as the liquid diffusivity. Numerical values of \( D_f \) for a given medium can be obtained directly from the \( K_f \) versus \( \theta_f \) and \( \theta_f \) versus \( h_f \) curves assuming all interrelations to be single valued as discussed earlier. From equation 51 and the functional relations already defined:

\[
K_f \frac{\partial h_f}{\partial x} = D_f \frac{\partial \theta_f}{\partial x}
\]

Substitution of equation 52 in equation 49 yield

\[
\frac{\partial}{\partial x} \left( D_f \frac{\partial \theta_f}{\partial x} \right) = \phi \frac{\partial \theta_f}{\partial t}
\]

Crank and Henry (1949a, b) described a numerical iteration procedure for solving equation 53 in studies related to the diffusion of solutes. Klute (1952) used this procedure for calculating the horizontal movement of moisture as a function of time in an initially dry sand which was wetted from one end. The boundary conditions of the system investigated may be expressed as

\[
\theta_f = \theta_s, \quad x = 0, \quad t \geq 0
\]

\[
\theta_f = \theta_s, \quad x > 0, \quad t = 0.
\]

The physical interpretation of equation 54 is that the sand was initially at a uniform moisture content \( \theta_s \) in a sand of semiinfinite extent. At some arbitrary time, identified by \( t = 0 \), the moisture content at the face of the sand was elevated to \( \theta_s \) and held at that level as time increased.

Klute's reported results are shown in figure 22. Computations based on equation 53 indicated that moisture advances along a comparatively deep wetting front. In general form this result represents a significant improvement in the investigation of nonsteady unsaturated flow systems. It has been common practice to assume that a pressure drop equal to the capillary rise exists.
across the wetting front. Also it has been presumed that the pore space is completely filled with liquid and that conductivity is constant and equals the permeability behind the advancing front. The latter assumption is derived from the comparison of the pore space with a bundle of cylindrical capillary tubes and was studied in detail by Lambe (1951). An application to infiltration was described by Stallman (1954). The curves of figure 22 indicate that both these assumptions are far from reality. The time period represented is comparatively short, but it can be seen that as time increases, the depth of the "wetting front" increases, and conditions of flow tend to depart increasingly from the assumptions based on the capillary tube hypothesis. Other similar results show clearly that the simple cylindrical capillary tube model is inadequate for calculating, or even visualizing, liquid flow through unsaturated porous media.

Although the numerical iteration procedure of Crank and Henry (1949a, b) is a means for solving equation 53, it is laborious. Convergence to a satisfactory endpoint appears slow for the diffusivity characteristics exhibited by most porous media. Philip (1955) devised a more rapidly converging iteration procedure for solving equation 53, subject to the conditions expressed by equation 54, and he tested the result by comparing it with an analytical solution available for a given case. Subsequently, this process was extended (Philip, 1957a) to encompass numerical solution of equation 50 subject to the conditions expressed by equation 54. The latter problem refers physically to downward infiltration of water from the soil surface. In essence, Philip's procedure for solving equation 50 is comprised of summing successive approximate solutions to a series of differential equations constructed from the basic equations of horizontal and vertical flow: equation 53 and a form of equation 50. His analysis leads to the following expression:

\[-z = \Delta t^{1/2} + \psi t + \phi t^{1/2} + \alpha t^2 + \ldots f_m(\theta_t) t^{m/2} \]  

where \(-z\) is the depth beneath the upper surface of a vertical column, comparable to the land surface in a natural environment; \(A, \chi, \psi, \phi, \omega, \) and \(f_m(\theta_t)\) are functions of \(\theta_t\) only, and \(t\) is the time since the moisture content at the upper end of the column changed. \(A\) is the function of \(\theta_t\) found by solving equation 53, which applies to horizontal flow under conditions expressed by equation 54. \(\psi\) is the function of \(\theta_t\) found by solving an equation developed from the difference between forms of equations 50 and 53. Thus \(\chi\) may be considered as an approximate correction, which accounts only partly for the effect of gravity on vertical flow. The remaining functions of \(\theta_t\) in equation 55 are determined in much the same way. All the values of \(f_m(\theta_t)\) are found by numerical solution of ordinary differential equations, each of which represents successive improvement in the treatment of gravity effects upon the liquid distribution in the profile. The details of the computing procedures and applications to infiltration problems are described by Philip (1955, and 1957a-f, and 1958a, b).

Youngs (1957) compared moisture profiles, produced in the laboratory on two types of porous materials under the conditions of equation 54, with profiles of liquid distribution calculated by Philip's methods. Good agreement was found between observed and calculated profiles. Gardner and Mayhugh (1958) also applied Philip's method to solve equation 53 subject to the conditions of equation 54 for the porous media in which

\[D_{t1}=D_{t1}\exp a(\theta_t-\theta_{t1})\]  

where \(\theta_{t1}\) is the initial moisture content in the medium and \(D_{t1}\) is the diffusivity before infiltration corresponding with \(\theta_{t1}\), and \(a\) is a constant. Their published selected curves for \(2-D_{t1}/D_{t1}\) < 4,000, where \(D_{t1}\) is the diffusivity at the input end of the medium after horizontal infiltration begins, are shown in figure 23. Laboratory observations agreed well with the calculated moisture content distribution over a wide range of \(D_{t1}\) and \(D_{t1}/D_{t1}\) values.

It should be noted that although Philip's numerical procedure is evidently a highly convenient method of calculation, it was derived for a specified set of boundary conditions, and in the absence of further justification it cannot logically be applied to any other system of boundary conditions. Youngs (1958a, b) recognized this limitation in his studies of moisture profile changes occurring during and after a period of vertical infiltration from a surface source.

Nonetheless, this in no way detracts from its utility as a convenient means for testing the validity of the assumptions inherent in equation 50. In fact, it may be concluded from reported comparisons of calculated flow with laboratory studies that isothermal nonsteady liquid flow through porous media is adequately described by equation 50.

**WATER-VAPOR TRANSMISSION**

At very low liquid conductivities vapor movement induced by chemical, liquid head, or temperature gradients may be of such magnitude that it is a significant part of the total fluid flow. Vapor transmission may be by simple diffusion through the gas contained in the pore space, or by convection with the gas should the gas be moving. Unsaturated flow in comparatively dry
media may not therefore be assessed accurately by the concepts embodied in equation 46 alone, wherein flow in the liquid phase was presumed to account for all fluid motion. A study of the vapor motion should aid in defining those conditions for which equation 46 alone is a satisfactory approximation of fluid flow through porous media.

Much of the literature devoted to description of vapor movement in unsaturated media seems to be concerned with explanations of applying the theory of vapor diffusion. Equations of water-vapor diffusion through gas-filled volumes are adjusted to account for the reduction of space caused by the occurrence of liquid in the pore space. The latter approach has led to much corollary speculation concerning the wide discrepancies between measured and calculated rates of vapor flow.

Laboratory studies by Hanks (1958) indicate that the diffusion concept is adequate for estimating flow of vapor through the pore area in a section of dry material. Agreement between his observed and predicted flow is to be expected, for both his test conditions and the conditions postulated in the diffusion equations employed are identical. The dry porous material performs only as a composite inert object occupying part of the volume available if diffusion were only through still air. If the gas phase is completely immobile, the rate of vapor flow indicated by the simplest concept of diffusion may be expressed as:

\[ q_v = -\gamma (\phi - \theta_i) D_v \frac{P}{RT (P - P_i)} \frac{dp}{dx} \]  

(57)

where

- \( q_v \) is the rate of flow in g-cm\(^{-2}\)-sec\(^{-1}\)
- \( \gamma \) is a tortuosity factor and equals about 0.7
- \( D_v \) is the coefficient of diffusion of water vapor into still air, in cm\(^2\)-sec\(^{-1}\) (equals about 0.239 cm\(^2\)-sec\(^{-1}\) at 8\(^\circ\)C),
- and the remaining terms are as previously defined.

Equation 57 was tested by observing vapor flow through a section of dry soil less than 1 cm thick. A wetted section was placed in contact with one end of the dry sample and vapor diffused through to the other end which was held at constant temperature and humidity. The dry section was pretreated with Arquad 2HT to prevent condensation and movement of liquid.
on the solid surface. The rate of vapor transfer was calculated from successive weighings of the sample and sample container assembly. Measurements of vapor transfer were made for both anisothermal and isothermal conditions over a wide range of moisture contents in the wetted section. The value of $D_v$ was adjusted for temperature and pressure (Krischer and Rohmaler, 1940) by the relation

$$D_v = D_o \frac{P}{P_o} \left( \frac{T}{T_o} \right)^{2.3}$$

(58)

where the subscript zero refers to values at some standard set of conditions for which $D_o$ is known.

Comparison of the vapor-flow rate, predicted by means of equations 57 and 58, with the flow rate observed experimentally indicates that equation 57 is valid for both isothermal and anisothermal diffusion of water vapor through dry soil. In connection with his figure 2, reproduced here as figure 24, Hanks (1958) indicated these relations may not hold exactly for low moisture contents. Note in figure 24 that the observed vapor-diffusion rate drops off steeply as the moisture tension of the wetted section approaches and falls below the 15-atmosphere moisture content. (Whether the percentage of moisture content shown is a function of dry weight or porosity is not indicated by Hanks.) The curvature in this region may result partly from the measurements employed. Corrections for reduced relative humidity as liquid is removed from the wet-dry interface at the higher moisture tensions would tend to straighten the curve. In part, the curvature might also be due to movement of the “effective” interface position away from the dry section as the liquid in the wetted section is depleted by flow. These effects would be progressively more significant in the observations made as the soil-moisture content of the wetted section was decreased. If both these conditions were appropriately accounted for, the range over which the diffusion rate appears independent of moisture content in the wetted section would probably extend to much lower values of $\theta_i$ in the wetted section.

In wet porous media the effect of liquid-vapor interaction may play a predominant role in the rate of vapor transfer. At moisture contents below $\theta_i$ it has been held that conductivity to liquid flow is zero and there is no interaction between the two fluid phases for the steady state. Yet even at liquid contents just slightly above zero, about 3 percent by dry weight in one group of experiments (Wong and others, undated), vapor movement was significantly greater than can be accounted for by the simple diffusion concept embodied in equation 57. Smith (1943) proposed that migration of liquid could be triggered by condensation, which would locally increase the liquid content above $\theta_i$ and thereby locally create zones with a conductivity favorable to movement in liquid form. This view is strongly supported (Wong and others, undated) by detailed laboratory observations. Others (deVries, 1958; Philip and deVries, 1957) have also indicated that there must always be some interaction or interdependence between the vapor and liquid phases, although this interaction may be negligible in extremely dry or wet porous media. Experiments reported by Solvason (1955) showed heat flow through porous materials was noticeably affected by the presence of water in liquid and vapor form.

Imposition of a temperature gradient across a moist porous medium can readily be seen equivalent to an imposition of differing stress from one section to another. Consider the closed container filled with a moist porous medium, with a constant temperature difference maintained across two ends, and all other surfaces completely insulated as shown schematically in figure 25. If there should be no interaction between the liquid and vapor phase this system should eventually reach a static state, except for a continuous flow of heat from one side to another. According to equation 57, diffusion of the vapor phase through unsaturated media can be zero only if the term $dp_v/dz$ is zero over all the pore space. For static conditions in the vapor

**Figure 24.** Water vapor diffusion through dry soil from wetted section in contact with sample. (After Hanks, 1958.)

**Figure 25.** Schema of a sealed sample under a thermal gradient.
phase, \( h_f \) in the liquid phase becomes increasingly negative as temperature increases, according to the differential of equation 6 (p. E10). According to equation 24 (p. E18), however, static conditions in the liquid phase will result in an \( h_f \) becoming less negative at a comparatively low rate as temperature increases. Thus the net effect of static conditions in the vapor phase, while maintaining a temperature difference across the sample of figure 25, is a tendency for liquid to flow from the cool toward the warm side. This flow creates a vapor-pressure deficiency on the cool end and a vapor-pressure excess on the warm end, causing a flow of vapor from the warm toward the cool end. Evidently there can be no static occurrence of liquid and vapor in the sample controlled as shown in figure 25. That this is so has been demonstrated experimentally by Rollins and others (1954). Liquid evaporates near the warm end, flows as vapor toward the cool end where it condenses and flows back toward the warm end as liquid to close the cycle.

Rollins and others (1954) connected the warm and cool ends, of an otherwise sealed system, externally through a capillary tube. The movement of liquid in the connecting tube was considered to be a measure of the vapor motion through the sample. It was postulated that vapor condensed at the cool end of the sample and then entered and flowed through the external connecting tube to the warm end where it was evaporated and again entered the pore system. The flow rates per unit area observed in tests on one sample are shown in figure 26. At high-temperature gradients, calculated flow rates based on the simplified concept of vapor diffusion (as expressed in equation 57) through the restricted pore area were typically only about one-sixth of the observed rates. At low temperature gradients, the observed and calculated rates were in better agreement but still sufficiently different to indicate some deviation between the nature of flow and the physical model used as a basis for calculating rates of vapor movement. One cannot be certain which is responsible for the deviation noted, the model on which the calculations were based, or the method of measuring the rate of vapor flow. A temperature difference placed across the capillary tube in itself might cause the liquid movement observed in the external capillary. Perhaps the external capillary acts to short circuit the flow of the liquid phase. Thus, there is no assurance that the liquid flow rate observed in the external capillary is a true measure of vapor flow through the sample.

Assuming that the liquid phase is immobile on the solid surfaces in comparatively dry media, one would not expect gravitational effects to influence the transmission of heat appreciably. In equation 57, the term \( dp_v / dx \) is not dependent on the direction of \( x \) with respect to earth gravity. However, as indicated by figure 27, the net rate of heat flow through a clay sample (Woodside and de Bruyn, 1959) may be dependent on whether heat flow was upward or downward. Liquid circulation is directly affected by the gravity-force field, and the rate at which heat moves through the sample should therefore depend on the amount of heat transported through movement of the liquid phase. In a closed system, circulation of the liquid phase is dependent on the degree of interaction between the liquid and gas phases. Thus the data of figure 27 indicate that such interaction was possibly contributing to the mechanism of vapor transmission. However, the authors note that the observed differences in heat flow may have been due to slight inequalities in densities and moisture contents in the samples tested or to convection within the gas phase.

The physical law expressed by equation 57 presumes that changes in the liquid phase do not affect the energy distribution or vapor content in the gas phase. At any rate it has been applied with this assumption as the basis for calculating rates of vapor flow. It seems quite apparent that this assumption is not an adequate approximation for describing the flow of water vapor.

---

**Figure 26.** Vapor flow rates versus temperature gradients. (After Rollins and others, 1954.)

**Figure 27.** Heat conductivity effects caused by gravity flow components. (After Woodside and de Bruyn, 1959.)
through water-wet media, but this does not preclude use of the diffusion concept for developing a more comprehensive understanding of vapor flow. The law of vapor flow expressed by equation 57 may be expanded to include the interrelations with the liquid phase not accounted for in its development.

**ANISOTHERMAL FLOW OF LIQUID AND VAPOR**

**GENERAL RELATIONS**

In comparatively dry or fine-grained material, gradients of temperature and head may be of equal import to the movement and distribution of fluids in the pore space. Such a system cannot be idealized as one of only liquid or vapor motion. A complete description of flow applicable over a broad range of moisture contents must include consideration of both the liquid and gas phases and the interrelations between them. Assuming there is an intimate relation between the liquid and vapor phases necessitates considering the system as being anisothermal.

Such flow along a short length of the flow path, $\Delta l$, is shown schematically in figure 28. The fluid is composed of two separate phases, liquid and gas. At the inflow end of the section, arbitrarily taken at the right end, the gross velocity of liquid (the volume rate of flow per unit cross-sectional area of the porous medium) is defined as $v_l$, and similarly the gross velocity of the gas phase is $v_g$. The rate at which mass enters each unit area of the inflow end equals

$$m_{\text{in}} = v_l \rho_l + v_g \rho_g$$

(59)

where $\rho_l$ and $\rho_g$ are the densities of liquid and gas phases, respectively. Within the short interval of time, $\Delta t$, there may be an interchange of mass between phases caused by condensation of vapor from the gas phase, or evaporation of the liquid phase. Thus, at the outflow end of the section the relative velocities or relative distribution of mass between the two phases may be different than at the inflow end. Should flow be in the steady state, no storage changes will take place in the interval $\Delta t$ and $m_{\text{in}} = m_{\text{out}}$. Thus, for the steady state $\Delta t$, $\rho_l \rho_l = -\Delta \rho \rho_l$, where the differences refer to changes between the inflow and outflow ends of the section. For nonsteady flow $m_{\text{in}} + \Delta m / \Delta t = m_{\text{out}}$, where $\Delta m / \Delta t$ is the rate of change of fluid stored in the element $\Delta l$.

In the following it will be assumed that all the potential creating flow is derived from differential heads and temperatures applied across the space $\Delta l$, and that in the gas phase only the vapor is free to move. Clearly, the temperature distribution along $\Delta l$ will be affected by the liquid and vapor flow as well as by any interchange between these fluids, and, conversely, the flow in each phase is dependent on the distribution of thermal energy. The three principal mechanisms involved in heat transport are:

1. **Conduction.** A temperature gradient across $\Delta l$ causes heat to flow through the fluid-solid system at a rate proportional to the thermal conductivity of the system independent of fluid motion.

2. **Convection.** This term is here applied to identify heat flow through the medium of moving fluids. The rate of heat flow by convection equals the mass rate of fluid flow times the temperature times the specific heat in each phase. Thus convective heat transport is directly proportional to the fluid velocities.

3. **Conversion.** Wherever liquid is evaporated or vapor is condensed in the system, heat is liberated or consumed to effect the phase transformation. Thus, heat sources and (or) sinks may be distributed along the length $\Delta l$, their strength being dependent on the rate at which fluid locally undergoes a phase change.

The flow system illustrated in figure 28 is evidently vastly more complicated than isothermal liquid flow, which is completely defined by only one differential equation containing relatively few terms. Anisothermal flow, on the other hand, requires two differential equations, both of a more complicated form; each of which must include a host of interrelations among the laws of fluid and heat flow and among characteristics of the porous medium and fluid. A complete set of equations defining the anisothermal fluid system has not yet been developed. Although derivation of an adequate set of equations for anisothermal fluid movement is beyond the scope of this report, certain phases of the interrelations within this system will be discussed in the following.

**LIQUID PHASE**

Assuming (1) $h_t$ is dependent on only temperature and moisture content, (2) the thermal gradient is parallel with the direction of flow, and (3) the total
potential gradient is parallel with the direction of flow; the total potential gradient along the direction of flow in the liquid phase may be written

\[ \frac{d(h_l + z)}{dl} = -1.55 \times 10^{-4} \frac{\partial h_t}{\partial T} \frac{dT}{dl} + \frac{d\theta_t}{dl} dT + \frac{dz}{dl}. \]  

(60)

From equations 21 and 23,

\[ \frac{\partial h_t}{\partial T} = -2.1 \times 10^{-5} h_t. \]  

(61)

At 20°C, \( r/g = 7.4 \times 10^{-2} \). Therefore equation 61 may be written

\[ \frac{\partial h_t}{\partial T} = -2.1 \times 10^{-5} h_t. \]  

(62)

Substitution of equations 62 and 60 in equation 35 yields

\[ v_l = -K_l \left[ \frac{\partial h_t}{\partial T} \frac{dT}{dl} - 2.1 \times 10^{-5} h_t \frac{dT}{dl} + \frac{dz}{dl} \right]. \]  

(63)

Equation 63 is sensibly the same as the equation for velocity of the liquid phase under anisothermal conditions given by Philip and deVries (1957). It should be noted that the term \( d\theta_t/dl \) is dependent on both \( h_t \) and \( T \).

Equation 63 may be applied for estimating the relative effects on flow caused by either head or temperature gradients under various circumstances. Assume, for example, that the direction \( l \) is coincident with the \( z \) axis. Then \( dz/dl = 1 \). Further, assume that \( dh_t/dl = 1 \), a comparatively common situation in deeper parts of thick unsaturated zones containing more moisture than is required for static conditions. The condition \( dh_t/dl = 1 \) may be interpreted to mean that a downward velocity of \( K_l \) exists continually in the liquid phase. Also it can be seen \( d\theta_t/dl = 0 \), or the moisture content along the \( z \) axis is uniform. Applying these conditions to equation 63, the liquid phase velocity is zero if

\[ 2.1 \times 10^{-5} h_t dT/dz = 1. \]  

(64)

Therefore if the product \( h_t dT/dz \) equals about \( 5 \times 10^2 \), the temperature effects equal the gravity effects on vertical liquid flow. If temperature effects are about 10 percent of the total gradient producing flow, which might be considered a lower limit of significance of thermal effects on liquid flow, the product \( h_t dT/dz = 50 \) provides an estimate of the lowest value of \( h_t \) for which vertical temperature gradients significantly affect vertical flow of liquid in a region of uniform moisture content. This evaluation yields \( h_t \approx -50 \times 10^2 = -5,000 \) cm. At lower liquid heads the thermal effects would constitute more than 10 percent of the liquid flow potential at the postulated temperature gradient of 0.01°K per cm. For smaller temperature gradients the corresponding estimated \( h_t \) values would be greater in magnitude. Even though the above estimates are approximate, from them evidently the principal condition determining the degree of liquid phase movement by thermal gradients is that \( h_t \) be of large magnitude. Thus it appears vertical movement of the liquid phase in the unsaturated zone is not influenced to a significant degree by thermal gradients under natural conditions except in the very fine grained silts and clays, or where the liquid content is comparatively small.

**VAPOR PHASE**

A law of flow describing movement of the vapor phase has been given in equations 57 and 58. Combining these relations yields

\[ q_v = -(\phi - \theta_t) \frac{\gamma D_v P_s}{RT_s^2} \frac{T^{n.3}}{P} \frac{dp_v}{dz}. \]  

(65)

For the temperatures and pressures associated with the unsaturated zone, \( P_s/P_v \) will very nearly equal one. Also, assuming \( \gamma = 0.66 \), taking \( D_v = 0.239 \) cm²·sec⁻¹ at \( T_s = 281°K \), and expressing \( p_v \) in g·cm⁻²,

\[ \frac{\gamma D_v P_s}{RT_s^2} \frac{1}{P - p_v} = 8.2 \times 10^{-11}. \]  

(66)

Substituting equation 66 in 65 leads to

\[ q_v = -8.2 \times 10^{-11} (\phi - \theta_t) T^{n.3} \frac{dp_v}{dz}. \]  

(67)

It has been assumed tacitly that \( q_v \) is a function of temperature and liquid head. For comparing the relative effects of temperature and the pressure head of the liquid phase on vapor movement, it will be convenient to express \( p_v \) in terms of \( T \) and \( h_t \). Equilibrium between the liquid and vapor phases is defined by equation 6, written here again for convenience:

\[ h_t = RT \log \frac{p_v}{P_s}. \]  

(6)

If \( h_t \) in the liquid phase is less than the value given by the right side of equation 6 at any point, vapor will condense there and enter the liquid phase. Conversely, if \( h_t \) is greater than the value given by the right side of equation 6, liquid will evaporate and enter the vapor phase. The rate of exchange between the two phases is dependent on the amount by which \( h_t \) deviates from the value given by the right side of equation 6, the rate
of flow of heat and fluid in both phases, and on the shapes of the liquid-gas interfaces and the solid particles. According to equation 6, as displayed in table 2 (p. E12), \( h_t \) for static equilibrium is very highly dependent on \( p_v/p_o \). Therefore, equation 6 may not be applied as a definition of \( p_v \) in equation 67 if an exact relation among \( q_v \), \( T \), and \( h_t \) is to be established. However, as an approximation, it will be applied here with the assumption that interchange, or conversion, between the two phases occurs very readily; that is, they coexist under mainly static conditions. The total differential of \( p_v/p_o \) along the assumed direction of flow may be stated as

\[
\frac{dp_v}{dx} = \frac{\partial p_v}{\partial T} \frac{dT}{dx} + \frac{\partial p_v}{\partial h_t} \frac{dh_t}{dx} = \frac{1}{p_o} \frac{dp_v}{dx} \frac{d p_v}{p_v} \frac{dp_v}{dx} \tag{68}
\]

From equation 6,

\[
\frac{\partial (p_v/p_o)}{\partial T} = \frac{p_v}{p_o} \frac{h_t}{RT^3} \frac{dp_v}{dx} \tag{69}
\]

and

\[
\frac{\partial (p_v/p_o)}{\partial h_t} = \frac{p_v}{p_o} \frac{RT}{h_t} \frac{dp_v}{dx} \tag{71}
\]

Substitution of equations 69, 70, and 71 in equation 68 yields

\[
\frac{dp_v}{dx} = \left( \frac{1}{RT} \frac{dh_t}{dx} \frac{h_t}{RT^3} \frac{dT}{dx} + \frac{1}{p_o} \frac{dp_v}{dx} \right) \frac{p_v}{p_o} e^{\frac{h_t}{RT}} \tag{72}
\]

wherein \( p_v \) is dependent only on \( T \). Subject to the validity of equation 6 for nonstatic conditions, equation 72 may be substituted for \( dp_v/\partial x \) in equation 67. Thus,

\[
q_v = -8.16 \times 10^{-11} (\phi - \theta_i) T^{1.5} p_o \left( \frac{1}{RT} \frac{dh_t}{dx} \frac{h_t}{RT^3} \frac{dT}{dx} + \frac{1}{p_o} \frac{dp_v}{dx} \right) e^{\frac{h_t}{RT}} \tag{73}
\]

or

\[
q_v = -8.16 \times 10^{-11} (\phi - \theta_i) T^{1.5} p_o \left( \frac{1}{RT} \frac{dh_t}{dx} \frac{h_t}{RT^3} \frac{dT}{dx} + \frac{1}{p_o} \frac{dp_v}{dx} \right) \tag{74}
\]

At the edge of a comparatively wet section, the head gradient across the wet-dry contact is high. Even though the temperature gradient in such a region may be small, equation 74 predicts that vapor-flow rates toward the dry side may be of comparatively large magnitude through the influence of the liquid phase. Where \( h_t \) is lower than about \(-10^4\), that is in very dry media, and gradients of liquid head are comparatively small along the \( x \) direction, equation 74 reduces to

\[
q_v = -8.16 \times 10^{-11} (\phi - \theta_i) T^{1.5} \frac{dp_o}{dx} \tag{75}
\]

a good approximation of equation 67 if the ratio \( p_v/p_o \) is nearly one. For a gradient of 0.01 °K·cm⁻¹, the value used for illustrating thermal effects on liquid flow in connection with equation 64, movement of vapor upward from the water table would be about 3 grams per year per sq cm according to equation 75. Experiments (deVries, 1958) have shown that equations 67 and 74 generally underestimate rates of vapor flow by a factor of about 3 to 10. Thus vapor movement upward through comparatively dry soils from the water table due to temperature gradients may be as much as 1 foot per year in some places.

**COMPOSITE OF ANISO THERMAL FLOW EQUATIONS**

Flow of vapor could be estimated by means of equations 63 and 74 for a great number of individual situations or combinations of temperature, head, and liquid content in porous media. Such estimates, however, are mainly of academic interest because the knowledge required to specify the values of potential over finite lengths must come either from direct observation of a system or from a problem solution already known.

The ultimate expression for anisothermal multiphase flow should be constructed in such a fashion that head and temperature relations may be calculated over a finite region of a given porous medium, on whose boundary the head and temperature distribution are known. Philip and deVries (1957) approached this problem by stating the flow conditions as two differential equations. The first was obtained by entering the laws of fluid flow in an equation expressing fluid conservation. Similar treatment of the laws of heat flow produced a second equation. Both equations apply at each point in the fluid-heat flow system. Figure 29 shows the relatively
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good agreement between observed and calculated rates of fluid flow they obtained.

devries (1958) discussed an extension of the latter work, including a more comprehensive statement of the interchange between the liquid and vapor phases. Results from the latter theoretical investigation are in need of testing by comparison with observation. Unfortunately, laboratory studies reported in the literature have not included a sufficient number or variety of observations and control to permit testing devries’ approach adequately at this time.

Miller and Seban (1955) studied the liquid-vapor complex using enthalpy relations and Darcy’s law. Equations were derived for computing the amount of vapor flowing as a fraction of the total flow, and for computing the position and length of the transition zone between the single and multiphase flow sections. They used liquid propane flowing horizontally through a porous medium, which was thermally and hydraulically insulated except at the ends. Temperature and pressure were held constant at the uninsulated ends, such that the pores at the inlet end were completely filled with liquified gas, and both liquid and gas phases could exist at the outlet. With such control, at some point between the sample ends, the conditions of temperature and pressure permitted the liquid to boil and produce vapor. Downstream from that point both the liquid and gas phases were in motion. Both the experimental and theoretical approach taken seem unique to multiphase flow investigations. Predictions made from their theoretical development compared well with laboratory data.

While the heat-flow relation as stated by Philip and devries (1957) is especially useful for identifying the hydrologic significance of each component part of their equations, the large number of terms contained by their equations greatly complicates the computation of fluid distribution. Use of the enthalpy relations simplifies the expression of heat flow compared with the detailed form required by adding all the components previously discussed. It may be found possible to express anisothermal flow as simple functions in terms of bulk energy or matter transport, and thereby reduce the amount and complexity of computation to a minimum. However, it appears premature to consider the form of expression at this time because even the basic understanding of the mechanics of anisothermal flow is far from complete.

CRITERIA FOR HYDRAULIC MODELS OF LIQUID FLOW

As discussed briefly on page E30, calculation of isothermal movement of liquid over a given region is extremely difficult because the basic differential equations defining flow are nonlinear. The hydraulic model, a scaled replica of the prototype, affords in some problems a convenient substitute for calculation. Through proper model design, systems of comparatively large size can be reproduced in the laboratory on a small scale where liquid movement as a function of time and space may be observed with relative ease. The model should be designed so as to enable one to convert the liquid movement observed in the model to the dimensions of the prototype system. The chief aim of the model design is to reduce the prototype size to some size convenient for laboratory use and to reduce the time scale of the prototype so the laboratory observations may be concluded in a comparatively short span of time.

The results obtained in laboratory studies of flow through small samples can be put in terms of flow through prototype systems by applying the rules of model design to the dimensions of the laboratory model. This extends the range over which the laboratory tests can be used as a visual aid to the understanding of unsaturated fluid flow under various prototype conditions. Experimental results on flow in or drainage from vertical columns (King, 1898; Remson and Fox, 1955; and Youngs, 1957, 1958a, b), on centrifuge control of samples (Briggs and McLane, 1910; and Marx, 1956), and on flow in the vicinity of structures (Aronovitch, 1955; and Day and Luthin, 1954) cover a wide spectrum of prototype conditions of size, shape, and conductivity. Model criteria may be applied to such results so as to make the observed data more useful as expressions of prototype activity. A few prototype flow systems have been modeled deliberately and the results have been reported in the literature (Marx, 1956, for example). However, in most of the laboratory investigations reported in the literature, the scale relations between model and prototype have not been recognized. In many reports of laboratory studies on flow the conclusions developed do not apply to prototype systems because experiment design did not adequately account for scaling factors. Thus a direct comparison between laboratory observations and the flow regime of the much larger prototype cannot be made; and it is difficult, through brief contact with the literature on unsaturated flow, to fully appreciate the validity of general conclusions drawn from small-scale observations.

Leverett and others (1942) described the application of the principles of dimensional analysis to unsaturated liquid flow through porous media. Although attention was focused on modeling the displacement of oil by water, their selection of pertinent variables on which flow depends and their discussion of model design apply equally well to the liquid phase in water-water vapor or water-gas systems where flow is isothermal and predominantly in the liquid phase. A more comprehensive treatment including interchange between liquid and gas phases, or anisothermal effects would require inclusion of flow parameters not considered by Leverett and
others. Much of the following has been condensed from three papers (Hubbert, 1937; Leverett and others, 1942; and Marx, 1956) with emphasis on models in which either the porous medium and liquid properties are different from the prototype system or in which the external force field applied on the model is different from gravity.

**DIMENSIONAL SIMILITUDE**

In ordinary mechanics, motion can be expressed in terms of three fundamental dimensions—length, time, and mass. Although in some cases flow in unsaturated porous media depend on additional characteristics, it is assumed here that the flow is dependent only on those variables that can be defined by combinations of these three dimensions. Temperature and associated thermodynamic relations and most chemical interactions, for example, are excluded from the liquid flow regime under consideration.

Dimensional similitude between a given characteristic $F$ in the prototype and $F'$ in the model, as dictated by the principles of dimensional analysis, can be stated in very general form as follows:

$$F / F' = (L / L')^a (t / t')^b (M / M')^c (A / A')^d (B / B')^e (C / C')^f$$

where $L$ is a characteristic length, $t$ is a unit of time, $M$ is a characteristic unit of mass, and $A, B, C$ are variables defining $F$, all relating to the prototype. The corresponding characteristics and variables of flow in the model are designated by primes.

Equation 76 can be obtained simply by setting a non-dimensional group of variables in the prototype equal to the same group in the model and simplifying the result to the form shown. This is a basic requirement for effecting dimensional similitude between flows in the model and prototype (Bridgman, 1931). The exponents $a, b, c, d, e, f$ are obtained from the dimensional nature of the functions $F$ or $F'$. For example, if $F$ represents velocity, then $a=1$, $b=-1$ and $c, d, e, f$ are all zero, for by definition velocity is a length divided by time. Each characteristic significant to flow in the model must satisfy equation 76. Variables like $F, A, B, C,$ and $M$ can all be expressed in terms of the fundamental dimensions $L, t,$ or $M$. Thus the model-prototype functions like $A$ might be related as

$$A / A' = (L / L')^{a_1} (t / t')^{b_1} (M / M')^{c_1}$$

and so on. For any given model-prototype system the ratios $L / L', t / t', M / M'$ individually must have the same value as applied to determine each pertinent characteristic of the flow regime. Equation 76 will be more convenient to apply for some purposes than equations like 77, but both forms will be applied in the following for defining the dimensional interrelations among variables of model and prototype flow.

A complete model design is attained only if all the variables on which flow is dependent satisfy the relations expressed in equations 76 and 77. For liquid flow the equation of continuity and a form of Darcy's law are believed to adequately define the flow regime at any point. The continuity relation for this case was previously given as equation 44:

$$\frac{\partial \rho_t \eta_t}{\partial x} + \frac{\partial \rho_t \eta_t}{\partial y} + \frac{\partial \rho_t \eta_t}{\partial z} = -\phi \frac{\partial \rho_t \phi_t}{\partial t}.$$  

In the form of Darcy's law given as equation 35 the velocity of flow was defined loosely in terms of liquid pressure head only. This statement is adequate where flow occurs in a uniformly accelerated field. However, where force fields of varying magnitude may be impressed on the flow system, such as may be generated by centrifuging, flow must be defined in its more complete form as a response to energy dissipation as follows:

$$\rho_t g \eta_t = -K_t \left[ \frac{d \rho_t}{dt} + \rho_t g \sin \lambda \right].$$

Equations 44 and 78 together describe the flow relations at every point in an isothermal liquid flow system. Flow is dependent on each of the variables included in these expressions in both model and prototype. Dimensional similarity between flow at a particular point in the model and the corresponding point in the prototype is assured by appropriate scaling of each characteristic affecting flow by means of equations 76 or 77.

The function $F$ of equation 76 was defined with emphasis on it being of a dimensional nature. This does not preclude the use of equation 76 for showing the model-prototype relation between nondimensional factors such as porosity, $\phi$, and $\theta_t$. According to equation 76, if $F$ is nondimensional, $F/F'=1$. Thus, to maintain dimensional similarity between model and prototype all nondimensional factors must have the same numerical value in both flow systems. Porosity in the prototype must be reproduced in the model, and the volumetric liquid content at each point in the model is the same as the volumetric liquid content at corresponding points in the prototype. The shape of the
The model can also be expressed in nondimensional form, such as by a group of width to length ratios. Therefore the shape of the model is congruent with the shape of the prototype. For example, if the prototype is rectangular, of length \(A\) and width \(B\), the model must also be rectangular with a length to width ratio of \(A/B\). This conclusion is reached directly through equations 77. The lengths \(A\) and \(A'\) are related as \(A/A' = (L/L')^{a_1}\) by definition of \(A\), a length to the first power, \(a_1=1\). Similarly for \(B\) and \(B'\), \(B/B' = (L/L')^{a_2}\), wherein \(a_2=1\), also by definition of \(B\). For dimensional similarity the ratio \((L/L')\) must be the same throughout the model, as taken along the directions of either length, width, or depth. Thus \(A/A' = B/B'\), or \(A/B = A'/B'\), the same result as stated above.

A composite term showing the interrelation among the variables of flow in equation 78 has been studied by Leverett (1941). He tested the nondimensional "\(j\)-function":

\[
j(j_\theta_t) = \frac{p_{t}}{p_{t'}} \left( \frac{K}{K'} \right)^{1/2} \left( \frac{\phi}{\phi'} \right)^{-1/2}.
\]  

(79)

by measuring \(\theta_t\) versus \(j(j_\theta_t)\) on a variety of samples and liquids and obtained a relatively good correlation for static equilibrium, thus indicating the hydraulic characteristics of many types of porous media might be defined by a single curve. Because the \(j\)-function is nondimensional, \(j(j_\theta_t)/j'(j_\theta_t) = 1\). Following the form of equation 76, the model-prototype relation from equation 79 is

\[
\frac{\tau}{\tau'} = \left( \frac{p_{t}}{p_{t'}} \right)^{1/2} \left( \frac{K}{K'} \right)^{1/2} \left( \frac{\phi}{\phi'} \right)^{-1/2}.
\]  

(80)

By definition, \(p_{t} = \rho g h_t\), and because \(\phi\) is nondimensional, \(\phi/\phi' = 1\). Thus equation 80 may be written

\[
\frac{\tau}{\tau'} = \left( \frac{p_{t}}{p_{t'}} \right)^{1/2} \left( \frac{\rho g}{\rho' g'} \right)^{1/2} \left( \frac{L}{L'} \right)^{1/2} \left( \frac{K}{K'} \right)^{1/2} \left( \frac{\phi}{\phi'} \right)^{-1/2}.
\]  

(81)

wherein the \(h_t/h'_t\) ratio has been set equal to the length ratio \(L/L'\).

According to equation 78, flow is directly dependent on \(K_t\), which accounts for the characteristics of both fluid and solid. \(K_t\) may be related to the specific permeability, \(K\), by the definition:

\[
K_t = g_t \rho_t K_t / \mu_t
\]  

(82)

where \(\mu\) is the liquid viscosity. The model-prototype relation for equation 82 is found to be

\[
\frac{K}{K'} = \left( \frac{K_t}{K_{t'}} \right)^{1/2} \left( \frac{\rho_t}{\rho_{t'}} \right)^{-1/2} \left( \frac{g_t}{g_{t'}} \right)^{-1/2}.
\]  

(83)

Whereas it is generally recognized that \(K_t\) is an involved function of the porosity, particle-size distribution, antecedent history of flow, and other properties of the porous medium, current practice in flow analysis is to assume that \(K_t\) is a unique function of \(h_t\) or \(\theta_t\) for a given porous medium. Also \(K_t\) is dimensionless and therefore \(K_t/K_{t'} = 1\). Thus the curve of relative conductivity versus \(\theta_t\) or \(h_t\) of the porous medium in the model must be identical with the same curve of the porous medium in the prototype. In model design it will not be convenient usually to regulate \(K_t/K_{t'}\) directly because this ratio is dependent on a variety of liquid and solid characteristics. Conductivity may be regulated by modeling directly in accordance with its dimensional characteristics as follows:

\[
\frac{K_t}{K_{t'}} = \left( \frac{L}{L'} \right)^{1/2} \left( \frac{t}{t'} \right)^{-1/2}
\]  

(84)

which is easily derived from equation 77, recognizing that \(K_t\) has the dimensions of velocity. Substitution of equation 84 and the relation \(K_{t'}/K_{t'} = 1\) in equation 83 yields

\[
\frac{K}{K'} = \left( \frac{\mu}{\mu'} \right)^{1/2} \left( \frac{\rho_t}{\rho_{t'}} \right)^{-1/2} \left( \frac{g_t}{g_{t'}} \right)^{-1/2} \left( \frac{L}{L'} \right)^{3/2} \left( \frac{t}{t'} \right)^{-1/2}.
\]  

(85)

Equation 85 may be put in equation 81, from which

\[
\frac{\tau}{\tau'} = \left( \frac{\rho_t}{\rho_{t'}} \right)^{1/2} \left( \frac{g_t}{g_{t'}} \right)^{1/2} \left( \frac{L}{L'} \right)^{3/2} \left( \frac{t}{t'} \right)^{-1/2}.
\]  

(86)

Equations 85 and 86 together are a complete statement of the dimensional interrelations among the liquid and solid properties of the model-prototype systems of isothermal liquid flow. The nondimensional interrelations are given completely by

\[
\frac{\theta_t/\theta_t'}{\frac{\phi}{\phi'}} = \frac{K_t}{K_{t'}} = \frac{j(j_\theta_t)}{j'(j_\theta_t)} = 1.
\]  

(87)

Correct dimensional scaling of a prototype flow system is attained only if the model and prototype characteristics satisfy all three equations, 85, 86, and 87.

**STATIONARY MODEL IN EARTH GRAVITY FIELD**

As an example of model design by equations 85, 86, and 87, assume that a proposed model is to be observed in the laboratory under the earth gravity field, the same field of force causing flow in the prototype. The model is to remain stationary. Therefore \(g/g' = 1\) and by definition of the dimensions of the gravitational force equation 76 or 77 yields

\[
g/g' = \left( \frac{L}{L'} \right)^{1/2} \left( \frac{t}{t'} \right)^{-2} = 1
\]  

from which

\[
\frac{L}{L'} = \left( \frac{t}{t'} \right)^2.
\]  

(88)
Applying equation 88 to equations 85 and 86,

\[ \frac{K}{K'} = \left( \frac{\mu}{\mu'} \right)^{1/2} \left( \frac{\rho_{v}}{\rho_{v}'} \right)^{1/2} \left( \frac{L}{L'} \right)^{1/2} \]  

(89)

and

\[ \frac{\tau}{\tau'} = \left( \frac{\mu}{\mu'} \right)^{1/2} \left( \frac{\rho_{v}}{\rho_{v}'} \right)^{1/2} \left( \frac{L}{L'} \right)^{5/4}. \]  

(90)

Equations 88, 89, and 90 describe the model-prototype relations among the dimensional characteristics of liquid and solid for stationary models. From equation 90 it is clear that the maximum length reduction from prototype size may be obtained by selecting model liquids with lower surface tension and higher viscosities and densities than of the prototype liquid. Use of a particular liquid in the model determines the specific permeability of the model in accordance with equation 89.

The maximum scale reduction of the prototype length is limited in stationary models partly because the characteristics of practically useful liquids extend through a limited range. Equation 90 implies that the maximum length reduction from prototype size must be obtained by selecting model liquids with lower surface tension and higher viscosities and densities than of the prototype liquid. Consider the use of glycerol for modeling water movement in unsaturated materials. For glycerol at 20°C, \( \tau' = 63 \) dynes-cm\(^{-1} \), \( \rho_{v} = 1.26 \) g-cm\(^{-3} \), and \( \mu' = 1.500 \) centipoises, approximately. The corresponding numerical values for water are: \( \tau = 72 \), \( \rho_{v} = 1.00 \), and \( \mu = 1.00 \). Substituting the required ratios in equation 90 yields

\[ \left( \frac{L}{L'} \right)^{5/4} = \frac{72}{63} \times 1.500^{3/2} \times 1.26^{1/2} = 49.6 \]

and

\[ \frac{L}{L'} = 22.7. \]

This length ratio and the appropriate ratios of model-prototype liquid characteristics from the above give the ratio of specific permeability from equation 89 as

\[ \frac{K}{K'} = (1,500)^{-1}(1.26)(22.7)^{1/2} \]

from which \( K' = 250K \). The transformation of time effected by the model design for this case is given by equation 88, from which

\[ t = 4.77t'. \]

Therefore it is apparent that the length-scale reduction of 22.7 is accompanied by a reduction in time scale. Using glycerol in the model as specified, 4.77 days of flow in the prototype is represented by 1 day of flow in the model.

The \( L/L' \) ratio could be increased still more by using a more viscous fluid than glycerol or one having a higher density and lower surface tension. This would have the beneficial result of further decreasing the size of the model and of further compressing the model time scale. For example, the viscosity of the glycerol could be increased greatly by reducing the model temperature appreciably. However, if the \( L/L' \) ratio is thus increased, the \( K'/K \) ratio is greatly increased. There is a practical limit within which the \( K'/K \) ratio must remain, depending on the value of \( K \) in the prototype. Modeling as indicated involves a concurrent decrease in length of the model and increase in pore or grain size of the medium in the model. The number and distribution of pore interconnections and grain contacts must be sufficient at each point in the model so that \( j'(\theta'), \theta', \) and \( \phi' \) are true representations of the corresponding functions in the prototype. If the value of \( K \) is large and the inflow and outflow lengths are small in the prototype, the grain size required in the model may be of the same order of magnitude as the length of openings on the boundaries of the model flow system. To this extent, length reduction by scaling is limited. The limits of the characteristics of fluids useful for modeling water movement by stationary models are such that length reductions may not exceed a value of about 30 to 1, and the time scale reduction is therefore limited to about 5.5 to 1.

**ARTIFICIALLY ACCELERATED MODEL**

Marx (1956) obtained equations relating the flow from centrifuged samples to flow from prototype systems by analyzing the boundary conditions in each field of flow. The same equations showing the effects of centrifuging on dimensional relations can be obtained directly from equations 85 and 86. If the centrifuged sample is identical with the material of the prototype, and if the liquid is also the same as that flowing in the prototype,

\[ \frac{K}{K'} = \frac{\tau}{\tau'} = \frac{\mu}{\mu'} = \frac{\rho_{v}}{\rho_{v}'} = 1. \]  

(91)

Substituting equations 91 in equations 85 and 86, and expressing each result as \( g/g' \),

\[ \frac{g}{g'} = \left( \frac{L}{L'} \right)^{3} \left( \frac{t}{t'} \right)^{3} = \left( \frac{L}{L'} \right)^{3} \left( \frac{t}{t'} \right)^{1} \]  

(92)

from which

\[ \frac{t}{t'} = \left( \frac{L}{L'} \right)^{2}. \]  

(93)

Equation 93 can be used in equation 92 for relating the
time and length scales to the model acceleration, which shows that
\[ L' = \frac{g'}{g} L \text{ and } t' = \left( \frac{g'}{g} \right)^2 t. \] (94)

The advantages to be derived from artificially accelerating the model are partly apparent from equations 94. The length and time scales can be greatly reduced by centrifuging. In the conventional test for moisture equivalent (Am. Soc. Testing Materials, 1958), \( g' = 1,000 \, g \), and some soils have been centrifuged at \( g' = 100,000 \, g \) in special tests. For the latter, a sample length of 1 cm would be equivalent to a prototype column length of about 3,300 feet, and a centrifuging time of 30 minutes would represent a period of \( 5 \times 10^8 \) hours, or more than half a million years in the prototype.

Like the stationary model, the artificially accelerated model is also subject to limitations. In order to keep the size of centrifuge equipment within reasonable bounds, the sample size must be kept small—of the order of a centimeter in length or diameter. The grain diameter of the medium must therefore be small so the nondimensional characteristics of the centrifuged medium are adequately modeled. On account of the sample size limitations alone, the grain size diameter should be less than 0.01 cm, preferably much less. Re-arrangement of unconsolidated material under stress produced by acceleration may void the use of centrifuging for accurate model studies. Compression of both consolidated and unconsolidated models under high acceleration may also cause significant inaccuracies. The influence of rearrangement and compression on flow from centrifuged models cannot now be evaluated because very little appears to be known about these factors.

HYDROLOGIC INVESTIGATIONS AND THE UNSATURATED ZONE

NATURE OF HYDROLOGIC PROBLEMS

The principal goal of most hydrologic studies is to define the distribution of water on and under the earth’s surface as a function of time and space. The occurrence of water at any specified place is dependent on the manner in which water is supplied to that locale and on the ease with which the supply may flow away in the form of discharge. Under natural conditions, supply is largely a function of climate, and the form of discharge is regulated mainly by such factors as topographic characteristics, slope-area-discharge relations of the surface waterways, permeability of the soils and deeper rocks, and other factors. Thus in general terms, the distribution of water might be viewed as dependent on either supply and/or environmental factors. In the writer’s opinion, this division of factors is the fundamental basis for the evolution of the greatly differing approaches to the studies of ground- and surface-water distribution. Most surface-water investigations are designed to define water distribution as a supply characteristic, relatively independent of environmental conditions. Results from such studies are often expressed in the form of flow-duration curves which define the probability of obtaining a given yield from a particular locale over a given time. The occurrence of ground water, on the other hand, is so greatly dependent on environment that ground-water investigations are almost completely devoted to an interpretation and description of environmental factors alone.

It is not the writer’s intent to discredit this difference in approach to hydrologic studies, for like other inventions, it has been mothered by necessity. However, the hydrologist is facing a period in which water distribution will be influenced more than ever by man’s activities. Where man’s use of water rearranges water distribution markedly, the climatic factors become relatively less important in resource evaluation for a given locale, and the environmental factors—both natural and manmade—become relatively more important.

Questions arise concerning ground-water yield from extensive dewatering of saturated formations, reduction of rejected recharge by lowered ground-water levels, effects of land-management practices on stream flow, operation of multipurpose water systems, return of irrigation water to ground-water storage, contamination of water supplies by the disposal of waste, that is, sewage from septic systems and from atomic energy plants. These are but a few of a host of problems associated with man’s use of water that require attention. As water use is increased, the significance of factors like these to total water availability is expected to increase.

Beyond the common denominator of man’s use in the general class of problems characterized above, each is highly dependent on one environmental factor heretofore given little attention in hydrologic investigations. The solution to all these problems, in quantitative terms, depends upon knowledge of the characteristics of the unsaturated zone. Within the category of environmental factors the unsaturated zone to this day remains as a kind of no-man’s land viewed from afar by both the ground- and surface-water specialists. Yet with the increasing use of water, the unsaturated zone must be studied by hydrologists because it is a dominant link between ground- and surface-water distribution. Furthermore, the hydrologic questions posed require that the unsaturated zone be considered as an integral part of the hydrologic system.

Even in ground-water investigations where environmental factors are given greatest weight, the unsaturated zone usually is treated as a passive component.
As a summary statement to describe his concept of changes in ground-water storage, Meinzer (1923, p. 28) proposed the term “specific yield” and defined it as follows:

The specific yield of a rock or soil, with respect to water, is the ratio of (1) the volume of water which, after being saturated, it will yield by gravity to (2) its own volume.

Carrying idealism to an extreme, one might note that the effects of gravity, space, and time are not specified completely, or in detail, in this definition. Thus one might assume that, ideally, it applies to static conditions in an infinitely long column. This speculation leads to the result that specific yield is simply equal to the porosity. But an idealistic interpretation of Meinzer’s definition is not warranted. He wrote (Meinzer, 1923, p. 1-2):

A definition is the expression of a concept by means of language; it should include all that is involved in the concept, but nothing more * * * It has the same significance as the definition of the concept; it is neither more nor less precise * * *

Through the philosophy evident in Meinzer’s writings on the subject of specific yield, it is apparent that the concept is not defined by a restricted set of idealized environmental conditions. Rather, he included discussion of several factors that affect specific yield as observed in the natural state, that is, recharge or discharge through the land surface, thickness of the unsaturated zone, variations in hydraulic characteristics of the rocks, salinity, and temperature. Thus specific yield relates changes in ground-water level to changes in storage in the field environment. Because the environmental conditions regulating changes in liquid content vary with time, field observations of specific yield will in general differ from one another at the same location. Thus tests on small samples designed to measure specific yield in the laboratory are not adequate unless the field environmental conditions are accounted for in the analysis of the laboratory tests.

Specific yield, like the flow-duration curve, originates from measurements of the flow system made under a particular set of circumstances not always known in sufficient detail to permit use of the observed value for other prescribed boundary conditions. It represents a resultant of unknown factors. Yet, the conditions that result in a particular value of specific yield as may be observed in the field, contribute equally to the change in storage caused by any set of conditions man’s use of water may conceivably impose on the unsaturated zone.

To afford means for predicting hydrologic changes in the unsaturated zone, or the effect of the unsaturated zone on surface and ground water, the unsaturated zone must be defined in terms of those hydraulic characteristics that regulate fluid movement through it. Adhering strictly to the principles of flow known from theoretical considerations of multiphase fluids, one might visualize that a complete definition of the unsaturated zone would require a great amount of detail. However, it is not unrealistic to assume that further study might produce one or a few simple general relationships and yet retain all the fundamental concepts of flow. It seems almost imperative that some form of simplified approach be obtained for analyzing in a practical manner the role of the unsaturated zone on water distribution.

PROBLEMS IN DEFINING THE BEHAVIOR OF THE UNSATURATED ZONE

Viewing the flow in the unsaturated zone as a predictable response to given stress, it is evident that three basic features of the zone must be defined to make behavioral predictions in advance of stress applications. These features are:

1. The nature of the fluids and the porous media. Fluid and media characteristics must be expressed in terms of energy dissipation or energy states resulting from fluid movement or state of fluid occurrence in porous media.

2. The laws of fluid flow which define the relations between matter and energy distribution or transfer.

3. The stress to be applied along the boundaries of the region of interest. Included in unsaturated zone investigations for example, might be such factors as position of the water table and rates of change, rates of recharge at the land surface, distribution of temperature and salinity in time and space.

The extent to which flow in the unsaturated zone, and flow to or from the contiguous saturated zone and land surface, can be predicted is dependent on the degree to which all these features may be defined in any given problem. There exists an interdependence among the features listed. As was noted in earlier discussions in this report the laws of anisothermal liquid, vapor, and gas flow are complicated statements of physical activity that are not yet satisfactorily understood. Where the stress applied on the unsaturated zone is such that simultaneous motion of all three fluids must be analyzed, definition of the system is therefore inadequate. Where the nature of the fluids and porous media needs to be investigated in detail by field measurement, again there is difficulty in defining the problem because field measurement techniques are unequal to the task (Olson and Hoover, 1954). It is evident that the hydrologist’s ability to predict flow in the unsaturated zone is limited partly by fundamental deficiencies in the laws of flow and by inadequate field instrumentation. Nevertheless,
in many hydrologic problems unsaturated flow may be adequately approximated by assuming that the flow is entirely in the liquid phase, and by substituting laboratory tests and analysis for field measurement.

Once the hydrologist has gained an adequate and practical definition of the flow characteristics of the unsaturated zone for a given problem through approximation, he faces other barriers that might prevent the successful prediction of flow. Integration of flow relations expressed in the simplest of forms over a finite region is virtually impossible by the simpler techniques of constructing algebraic analytical equations relating flow to time and space. Further, it does not appear that simple analytical techniques are competent for this purpose. At best the laws of flow are of nonlinear form, systems studied in the field are highly nonhomogeneous, and the boundary conditions are highly variable. However, these conditions do not present an impenetrable barrier to the solution of flow problems. It has already been demonstrated that finite-difference techniques, hydraulic models, or electronic analogs may be employed to solve problems of this type satisfactorily. Aside from calculating flow within the unsaturated zone, this methodology may also be applied for computing the boundary conditions attending overland flow and for defining the rate at which water is removed from storage in ground-water reservoirs.

**RESEARCH REQUIREMENTS**

It is evident from a review of the literature on the occurrence of multiphase fluids that problems of iso-thermal flow of the liquid phase in the unsaturated zone can be solved directly by adopting applicable tested theories. However, it appears likely that all solutions to such problems will be attained only through some form of approximation, the degree of acceptable approximation depending on the nature of the individual problem to be solved. The characteristics of the sediments comprising the unsaturated zone are everywhere variable from place to place. Generally it will not be possible to take all the variations into account in a study of flow because the volume and complexity of the computations required becomes too great, or it is impractical or impossible to measure the variations in sufficient detail. A similar difficulty is had with nearly all flow problems involving natural porous media, and it is resolved mainly by limiting the degree of detail observed to that which will yield a realistic estimate of flow relations, and to that which can be processed with funds made available for the work. Thus, permissible detail is limited mostly by the economic import of the flow problem. Though such limitations tend to regulate the extent to which the hydrologist may delve into a given flow problem, a discussion of them is beyond the scope of this report. It will suffice here to recognize that such limitations exist, and that the cost of a problem solution is dependent on the degree to which the complexities of the flow system are described.

The fundamental question of greater interest now is how the hydrologist might employ multiphase fluid-flow theory so as to treat the unsaturated zone as a dynamic part of the hydrologic cycle. There is great need for developing an understanding of the general manner in which the unsaturated zone affects flow at the surface and underground. This understanding might be gained most simply by comparing calculated flows in the unsaturated and contiguous zones for a variety of assumed sediment characteristics and boundary conditions. General relationships obtained in this way should be useful as a guide to the selection of those most significant variables affecting flow and requiring measurement in the field.

Dewatering by gravity drainage might be cited as an example wherein even a general understanding of the nature of flow in the unsaturated zone would be extremely useful to the hydrologist. Extensive dewatering of aquifers by pumping wells takes many months or years. Predictions of the amount of water recoverable by dewatering are often based on a value of specific yield observed in pumping tests of short duration—from a few hours to a few weeks. Recognizing that dewatering involves downward movement of liquid through the unsaturated zone in response to declining ground-water levels, one realizes that a certain amount of time is needed to reach a stable liquid-content profile above the water table. If the time required is comparatively large, tests of short duration will provide values of specific yield that are perhaps much lower than might be attained over long periods of time. Consequently, predictions of aquifer yield based on short-term test results may be significantly in error. On the other hand, the results of long term tests may not apply to short term yields. This issue has been clouded materially by conclusions stated from laboratory experimentation. The almost standard illustration begins with completely saturating a long upright column of clean sand, then permitting the saturated column to drain freely from the bottom by gravity flow. The drainage from the column is observed and plotted as cumulative discharge of water versus time of drainage. As time increases, the rate of change of total discharge becomes small, very small when compared with the average rate of outflow, even for periods of drainage of only a few hours. Observations of this type are the basis for concluding that most of the drainage occurs almost instantaneously as the water level is
lowered and therefore the hydrologist need not concern himself with timewise variations in observed specific yield because they are negligible, as observed. Such a conclusion would be correct for homogeneous and isotropic porous media of high permeability, initially fully saturated to the land surface. However, such a set of circumstances is rarely met in the field. More often the water content profile above the water table is as shown schematically by the solid curve extending above the water-table position I in figure 30. Should the water table be lowered to position II, $AH$ below position I, eventually the $h_t$ versus $\theta_t$ curve would assume the location shown by the dashed line. For a homogeneous and isotropic profile, if the only condition changed on the profile is the water-table position, the dashed curve will have the same form as the solid curve and will everywhere be a distance $\Delta H$ lower than the solid curve. The total drainage from the column effected by the water-level change is given by the area between the two curves shown. In the usual laboratory demonstration, however, the total drainage volume observed is represented by all the area above the dashed line bounded at the top by the land surface and at the right side by $\theta_t=1$. Thus the laboratory observations on drainage from initially saturated columns places a disproportionate emphasis on the amount of liquid available for drainage under field conditions. Not only are the volumetric relationships distorted by studying fully saturated columns. The degree of initial saturation also affects the rate at which drainage to the water table may occur. The low liquid contents shown in figure 30 are indicative of the conductivity in the profile in general accord with the conductivity relations given by figure 18. It can be seen that the conditions represented by figure 30 are such that a much smaller volume of material is available for drainage and the material is of much lower conductivity than that used in the usual laboratory demonstration referred to above. Thus the usual laboratory observations of the relation of drainage volume versus time may lead one to seriously overestimate the rate of drainage of porous materials under field conditions. If one considers also the effect of stratification in reducing the conductivity (Corey and Rathjens, 1956; and, Day and Luthin, 1953) in a vertical direction in the field, it is clear that laboratory tests have thus far yielded very little useful information on the relation between time and specific yield.

The inadequacy of conclusions reported from laboratory investigations stems mainly from an inadequate appreciation of the complexities of earth materials, rock texture, the hydrologic boundary conditions, and the true nature of changes imposed on the system under natural conditions. Laboratory investigations specifically designed through dimensional analysis of characteristic field situations are sorely needed.

This need, illustrated here only by detailed reference to gravity drainage, pertains to all areas of analysis involving flow in the unsaturated zone. It should be met by accelerated activity in properly designed laboratory studies utilizing hydraulic or electrical models.

The feasibility of such investigations presupposes a knowledge of the variables controlling flow under field conditions, and an adequate definition of the basic laws of flow. The least complicated form of fluid flow—iso-thermal liquid motion in granular porous media—has already reached an acceptable stage of definition for engineering use with the exception of accounting for hysteresis effects. Although the latter effects have not been incorporated in methods for calculating flow where the liquid content both increases and decreases, they are important. Christensen (1944) noted an example in which hysteresis caused a shift in the curve of head versus moisture content by a factor of 30. Potentially, this may be a source of considerable error in flow computations. Hysteresis is believed to arise from the nature of the pore shapes, within which the shapes of the liquid-gas interfaces are not single-valued functions of liquid head (Smith, 1933b). Thus the position of the liquid content-liquid head curve is dependent on antecedent flow conditions. Study of this phase of liquid flow should be made to show conclusively whether hysteresis, in fact, does exist for the steady state between...
the liquid and vapor phases. It is conceivable that hysteresis may be a function of nonsteady conditions between these two phases, and that laboratory measurements of liquid head versus liquid content show hysteresis because they were made before steady state is reached. Carman (1952) indicated that the curve of liquid conductivity versus liquid content shows little if any hysteresis. If this proves to be a valid generalization, the hysteresis function may not be too troublesome in flow calculations.

A carefully controlled laboratory observation to refine the understanding of hysteresis phenomenon will be difficult. As DeLollis has noted (1952), accurate steady state measurements of the interrelationships among fluid-solid systems are very difficult or impossible to make because such systems are generally self contaminating. Difficulties notwithstanding, a positive approach to the definition and use of hysteresis characteristics of porous media must be made before the laws of even the simplest form of flow, isothermal liquid motion, are complete.

In a preceding section of this report, it was indicated that where the unsaturated zone is comparatively dry, or is comprised of relatively fine-grained materials, flow must be considered as anisothermal. Fukuda (1955) investigated the removal of liquid from the unsaturated zone as it may be effected by air movement through the upper soil layers in response to short and sharp changes in atmospheric pressure. The effect of this type of movement on liquid pressure heads was discussed on pages E21, 22. Fukuda's study showed that fluid transport in vapor form by convection in the gas phase may amount to as much as a foot of water per year. Fluid transport by convection in the gas phase has received such little attention in hydrologic studies that currently it is impossible to clearly evaluate its importance as a mechanism of recharge or discharge in the unsaturated zone. Even though the gas phase velocity in the unsaturated zone has been assumed negligible in most studies of anisothermal fluid flow, careful and detailed field studies should be made so as to gain a more positive identification of its magnitude and effect on liquid content under field situations.

Anisothermal liquid and vapor flow, with the gas phase velocity negligible, has been defined by assembling the laws of liquid, vapor, and heat flow through simple summation (devries, 1958; Philip and deVries, 1957). Observed flow rates are in good agreement with the rates predicted from theoretical relationships. Provisionally, these comparisons are an indication that the theoretical relations may be adequate, on an empirical basis at least. Some of the component laws contained are yet suspect and work is being done to further test

them. Calcium chloride has been used to determine the relation between liquid and vapor movement in response to head or temperature gradients in laboratory tests (Kuzmak and Sereda, 1957b). It was postulated that salt in solution with water would move through a sample only with the liquid phase. Thus by monitoring the salt content in the outflow from a sample initially containing the salty solution, the relative amounts of vapor and liquid reaching the outflow end could be discerned. Conclusions as reported were that, under a temperature gradient movement through the test cell was almost exclusively in the vapor phase, and under a head gradient movement was almost exclusively in the liquid phase. These conclusions should be questioned, however, for there remains the problem of accounting for osmotic pressure effects on the flow system caused by the calcium chloride content (0.0248 g·cm⁻¹) of the liquid, and the relative effects on liquid and vapor movement caused by either the head or temperature gradient as defined by equations 63 and 74 of this report.

One of the more perplexing problems associated with anisothermal liquid and vapor flow is centered on the disparity between measured vapor flow rates and rates calculated by the gas-diffusion equations. Recent research has shown that temperature gradients produced locally around grain contacts are much higher than the average gradient imposed across a block of grains. At low moisture contents liquid is concentrated in the vicinity of the grain contacts and the locally high thermal gradients are believed to be more nearly representative of the diffusion potential than are the average gradients. Woodside and Kuzmak (1958) illustrated the local temperature distribution by means of a model of a grain contact area and studied its effect on vapor flow in the vicinity of a pendular ring. Their model gave the temperature distribution in the solid-liquid-vapor system resulting only from heat conduction. Effects on heat distribution from condensation and distillation were not included. This model study showed that temperature gradients in the vapor phase locally in the pore may be as much as 6 times the average gradient across the system. However, the model also predicts a flow rate in excess of that postulated from the diffusion concept even for dry media, and this has been largely discounted by experiment (Hanks, 1958). (See also fig. 24.) Philip and deVries (1957) have developed a theoretical model for estimating anisothermal fluid flow through moist materials and obtained good agreement with observed values. Their theoretical development, however, is still very much in need of substantiation. The calculated values of fluid flow are dependent on the curves of heat conductivity and heat diffusivity versus moisture content, and these data have been taken
from steady-state heat flow measurements. In past investigations, the heat-flow characteristics of moist porous media have been measured by techniques adapted directly from studies on the physics of solids. The measurement and analytical techniques applied do not account for the recognized mobility of the fluids due to temperature gradients. The excellent work of Jackson and Kirkham (1958) seems to emphasize that water distribution in the pore space is strongly affected by temperature gradients and that this mobility greatly affects the observed heat characteristics. They applied sinusoidal temperature fluctuations of different amplitudes and periods across soil at various moisture contents. Apparent diffusivities were plotted as a function of applied period, and, this curve extrapolated to zero period, was supposed to yield estimates of the real thermal diffusivity, relatively unaffected by fluid mobility. Effects of the applied periods on apparent diffusivity were quite pronounced. The final curves of thermal diffusivity versus moisture content obtained indicate that the thermal characteristics of moist sand observed by steady state techniques may be in error by more than a factor of 10. In another investigation (Kuzmak and Sereda, 1957a) rates of vapor flow across an open space between saturated materials was observed to be nearly three times the rate calculated from the concept of simple vapor diffusion. The authors maintain that this discrepancy might have resulted from inaccurate temperature measurements. One wonders if more attention might profitably be directed toward estimating the effects on diffusion caused by the boundary conditions in the test apparatus.

Uncertainties regarding the mechanism of vapor movement in moist porous media find a parallel in the liquid phase. Generally it has been assumed that movement of the adsorbed film on the solid surface is negligi-
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**A**. Water content and conductivity of carbon plug showing hysteresis. (After Flood and others, 1952.)

**B**. Fluid flow per unit gradient, in cubic centimeters per minute.
shows the flow rate increasing through all of this region. It therefore seems plausible to attribute much of this movement to mobility in the adsorbed stage. Additional studies are needed relating solid surface area and other characteristics to the slope of the conductivity curve at low vapor pressures so as to provide a more positive basis for showing the significance of the movement of moisture in films. In coarse materials such as the sands, the surface area per unit volume is probably so small that film movement is negligible in comparison with vapor movement. But in fine materials such as silts and clays, which in many places control the vertical movement of fluid in the unsaturated zone, movement of adsorbed films of moisture may account for most of the fluid movement.

SUMMARY

Evidently a comprehensive statement of the laws of fluid motion in the unsaturated zone has not yet been developed. A few simplified flow models, however, have been devised and tested and are valid for application to restricted ranges of fluid concentration. They may be applied directly for treating the unsaturated zone as a dynamic part of the hydrologic cycle. This is a basic need, especially in studies of water occurrence where man's use of water markedly rearranges distribution from the natural state.

The validity of the simplified models of flow is dependent on whether the assumptions used in developing the model satisfy the environmental conditions. Few suitable comparisons between the simplified flow models and environmental conditions are available in the literature. The need for more comprehensive definitions of fluid motion cannot be evaluated successfully until such comparisons are fully realized. It therefore seems that for the present, the principal effort in unsaturated zone studies should be devoted to such comparisons.

The application of the theory of multiphase flow will require the development of computing and modeling techniques for solving the equations of flow, and methods for making field and laboratory measurements of the physical and hydrologic characteristics of earth materials and their environment. Flow problems of the unsaturated zone are not particularly unique, but relatively little has been done to solve equations of the type describing unsaturated flow. Instruments are available for measuring liquid content, density, water salinity, temperature, and other factors in porous media but, in general, only a few have been adapted to meet the demands posed by inaccessibility of the unsaturated zone or accuracy requirements of the analytical techniques.

One of the most important deterrents to the full use of the published results of laboratory and field studies of multiphase flow is related to incomplete statement of the test conditions or medium characteristics in published reports. This, at any rate, was the writer's experience in studying the published test data that was considered potentially useful for elucidating the mechanisms of multiphase flow. One investigator may present a very detailed account of flow rates through "a porous medium," showing clearly the effects of flow caused by a variety of well-controlled and defined energy gradients. But his information cannot be compared, on an adequate base of reference, with another work in which the porous medium was completely described, and only qualitative flow relations were given in summary form even though carefully controlled and complete experiments had been made. It is recognized that publication space is limited, but nonetheless if basic experimental work is to be effective toward solving the problems of multiphase flow, complete published descriptions of experimental test conditions and results are imperative.
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