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1. INTRODUCTION

The U.S. Environmental Protection Agency (EPA) is presently conducting a review of
the primary, health-based national ambient air quality standards (NAAQS) for sulfur dioxide
(SO,). Sections 108 and 109 of the Clean Air Act (The Act) govern the establishment and
periodic review of the NAAQS. These standards are established for pollutants that may
reasonably be anticipated to endanger public health and welfare, and whose presence in the
ambient air results from numerous or diverse mobile or stationary sources. The NAAQS are to
be based on air quality criteria, which are to accurately reflect the latest scientific knowledge
useful in indicating the kind and extent of identifiable effects on public health or welfare that
may be expected from the presence of the pollutant in ambient air. The EPA Administrator is to
promulgate and periodically review, at five-year intervals, primary (health-based) and secondary
(welfare-based) NAAQS for such pollutants. Based on periodic reviews of the air quality criteria
and standards, the Administrator is to make revisions in the criteria and standards and
promulgate any new standards as may be appropriate. The Act also requires that an independent
scientific review committee advise the Administrator as part of this NAAQS review process, a
function performed by the Clean Air Scientific Advisory Committee (CASAC).

The first step in the SO, NAAQS review was the development of an integrated review
plan. This plan presented the schedule for the review, the process for conducting the review, and
the key policy-relevant science issues that would guide the review. The final integrated review
plan was informed by input from CASAC, outside scientists, and the public. This plan was
presented in the Integrated Review Plan for the Primary National Ambient Air Quality Standards
for Sulfur Oxides (EPA, 2007a). It was made available to the public in October 2007 and can be
found at: http://www.epa.gov/ttn/naaqs/standards/so2/s so2 cr pd.html.

The second step in this review was a science assessment. A concise synthesis of the most
policy-relevant science was compiled into an Integrated Science Assessment (ISA). The ISA
was supported by a series of annexes that contained more detailed information about the
scientific literature. The final ISA to support this review of the SO, primary NAAQS was
presented in the Integrated Science Assessment for Oxides of Sulfur - Health Criteria, henceforth
referred to as the ISA (EPA, 2008a). This document was made available to the public in
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September 2008 and can be found at:
http://www.epa.gov/ttn/naaqs/standards/so2/s_so2 cr pd.html.

The third step in the primary SO, NAAQS review is a risk and exposure assessment
(REA) that describes exposures and characterizes risks associated with SO, emissions from
anthropogenic sources. The plan for conducting the risk and exposure assessment to support the
SO, primary NAAQS review was presented in the Sulfur Dioxide Health Assessment Plan:
Scope and Methods for Exposure and Risk Assessment, henceforth referred to as the Health
Assessment Plan (EPA, 2008b). This document was made available to the public in November
2007 and can be found at: http://www.epa.gov/ttn/naaqs/standards/so2/s_so2 cr pd.html. The
first draft SO, REA was informed by comments from the public and CASAC on the Health
Assessment Plan, as well as the first and second drafts of the ISA for SO,. The first draft SO,
REA developed estimates of human exposures and risks associated with recent ambient levels of
SO; and levels that just met the current SO, standards. The first draft REA was presented in the
Risk and Exposure Assessment to Support the Review of the SO, Primary National Ambient Air
Quality Standards: First Draft. 1t was made available to the public in July 2008 and can be
found at: http://www.epa.gov/ttn/naaqs/standards/so2/s so2 cr rea.html

The second draft SO, REA was informed by comments from CASAC and the public on
the first draft REA, as well as findings and conclusions contained in the final ISA. This
document developed estimates of human exposures and risks associated with: (1) recent ambient
levels of SO,, (2) levels that just met the current SO, standards, and (3) levels that just met
potential alternative standards: defined in terms of indicator, averaging time, form, and level.
This document also contained a draft policy assessment that addressed the adequacy of the
current SO, NAAQS and potential alternative standards. More specifically, the policy
assessment considered epidemiologic, human exposure, and animal toxicological evidence
presented in the ISA (EPA, 2008a), as well as the air quality, exposure, and risk characterization
results presented in the first draft REA, as they related to the adequacy of the current SO,
NAAQS and potential alternative primary SO, standards (see Figure 1-1). The second draft REA
was presented in the Risk and Exposure Assessment to Support the Review of the SO, Primary
National Ambient Air Quality Standards: Second Draft. 1t was made available to the public in

March 2009 and can be found at: http://www.epa.gov/ttn/naaqs/standards/so2/s_so2 cr_rea.html.
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The final REA is this document, and has been informed by comments from CASAC and
the public on the second draft REA, as well as findings and conclusions contained in the final
ISA. The final REA further develops estimates of human exposures and risks associated with:
(1) recent ambient levels of SO,, (2) levels that just meet the current SO, standards, and (3)
levels that just meet potential alternative standards. This document also contains a final policy
assessment (see Chapter 10). The final policy assessment will consider epidemiologic,
controlled human exposure, and animal toxicological evidence presented in the final ISA (EPA,
2008a), as well as the air quality, exposure, and risk characterization results presented in this
document, as they related to the adequacy of the current SO, NAAQS and potential alternative
primary SO, standards (Figure 1-1).

The final step in the review of the SO, NAAQS will be the rulemaking process. This
process will be informed by the risk and exposure information contained in the final REA, as
well the scientific evidence described in the final ISA. The rulemaking process will also take
into account CASAC advice and recommendations, as well as public comment on any policy
options under consideration. Notably, EPA is now under a consent decree to complete its review
of the SO, primary NAAQS by issuing a proposed rule no later than November 16, 2009 and a
final rule by June 2, 2010.
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Figure 1-1. Overview of the analyses described in this document and their interconnections

As mentioned above, an initial step in the review process was the development of an

integrated review plan. This plan identified policy relevant questions that would guide the

review of the SO, NAAQS. These questions are particularly important for the REA because they

provide a context for both evaluating health effects evidence presented in the ISA, as well as for

selecting the appropriate analyses for assessing exposure and risks associated with current

ambient SO, levels, SO, levels that just meet the current standards, and SO, levels that just meet

potential alternative standards. These policy relevant questions are:

e Has new information altered/substantiated the scientific support for the occurrence of
health effects following short- and/or long-term exposure to levels of SOy found in the

ambient air?
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Does new information impact conclusions from the previous review regarding the effects
of SOy on susceptible populations?

At what levels of SOy exposure do health effects of concern occur?

Has new information altered conclusions from previous reviews regarding the plausibility
of adverse health effects caused by SOy exposure?

To what extent have important uncertainties identified in the last review been reduced
and/or have new uncertainties emerged?

What are the air quality relationships between short-term and longer-term exposures
to SOx?

Additional questions will become relevant if the evidence suggests that revision of the

current standard might be appropriate. These questions are:

Is there evidence for the occurrence of adverse health effects at levels of SOy different
than those observed previously? If so, at what levels and what are the important
uncertainties associated with that evidence?

Do exposure estimates suggest that levels of concern for SOx-induced health effects will
occur with current ambient levels of SO,, or with levels that just meet the current, or
potential alternative standards? If so, are these exposures of sufficient magnitude such
that the health effects might reasonably be judged to be important from a public health
perspective? What are the important uncertainties associated with these exposure
estimates?

Do the evidence, the air quality assessment, and the risk/exposure assessment provide
support for considering different standard indicators, averaging times, or forms?

What range of levels is supported by the evidence, the air quality assessment, and
risk/exposure assessment? What are the uncertainties and limitations in the evidence and
assessments?

1.1 HISTORY

1.1.1 History of the SO, NAAQS
The first SO, NAAQS was established in 1971. At that time, a 24-hour standard of 0.14

ppm, not to be exceeded more than one time per year, and an annual standard of 0.03 ppm were

judged to be both adequate and necessary to protect public health. The most recent review of the

SO, NAAQS was completed in 1996 and focused on the question of whether an additional short-

term standard (e.g., S-minute) was necessary to protect against short-term, peak exposures.

Based on the scientific evidence, the Administrator judged that repeated exposures to S-minute

peak SO; levels (> 600 ppb) could pose a risk of significant health effects for asthmatic
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individuals at elevated ventilation rates. The Administrator also concluded that the likely
frequency of such effects should be a consideration in assessing the overall public health risks.
Based upon an exposure analysis conducted by EPA, the Administrator concluded that exposure
of asthmatics to SO, levels that could reliably elicit adverse health effects was likely to be a rare
event when viewed in the context of the entire population of asthmatics and therefore, did not
pose a broad public health problem for which a NAAQS would be appropriate. On May 22,
1996, EPA’s final decision not to promulgate a 5-minute standard and to retain the existing 24-
hour and annual standards was announced in the Federal Register (61 FR 25566).

The American Lung Association and the Environmental Defense Fund challenged EPA’s
decision not to establish a 5-minute standard. On January 30, 1998, the Court of Appeals for the
District of Columbia found that EPA had failed to adequately explain its determination that no
revision to the SO, NAAQS was appropriate and remanded the decision back to EPA for further
explanation. Specifically, the court gave EPA the opportunity to provide additional rationale to
support the Agency judgment that 5-minute peaks of SO, do not pose a public health problem
from a national perspective even though those peaks would likely cause adverse health impacts
in a subset of asthmatics. In response, EPA has collected and analyzed additional air quality data
focused on 5-minute concentrations of SO,. These air quality analyses conducted since the last
review will help inform the current review, which will answer the issues raised in the Court’s

remand of the Agency’s last decision.

1.1.2 Health Evidence from the Previous Review
The 1982 Air Quality Criteria Document (AQCD) for Particulate Matter and Sulfur

Oxides (EPA, 1982), and its subsequent addenda and supplement (EPA, 1986b, 1994a) presented
an evaluation of SO, associated health effects primarily drawn from epidemiologic and human
clinical studies. In general, these documents identified adverse health effects that were likely
associated with both short- (generally hours to days), and long-term (months to years) exposures
to SO, at concentrations present in the ambient mixture of air pollutants. Moreover, these
documents presented evidence for bronchoconstriction and respiratory symptoms in exercising
asthmatics following controlled exposures to 5-10 minute peak concentrations of SO».

Evidence drawn from epidemiologic studies supported a likely association between 24-

hour average SO, concentrations and daily mortality, aggravation of bronchitis, and small,
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reversible declines in children’s lung function (EPA 1982, 1994a). In addition, a few
epidemiologic studies found an association between respiratory symptoms and illnesses and
annual average SO, concentrations (EPA 1982, 1994a). However, it was noted that most of these
epidemiologic studies were conducted in years and cities where particulate matter (PM) counts
were also quite high, thus making it difficult to quantitatively determine whether the observed
associations were the result of SO,, PM, or a combination of both pollutants.

Evidence drawn from clinical studies exposing exercising asthmatics to <1000 ppb SO,
for 5-10 minutes found that these types of SO, exposures evoked health effects that were similar
to those asthmatics would experience from other commonly encountered stimuli (e.g., exercise,
cold/dry air, psychological stress, etc. (EPA, 1994a). That is, there was an acute-phase response
characterized by bronchoconstriction and/or respiratory symptoms that occurred within 5-10
minutes of exposure but then subsided on its own within 1 to 2 hours. This acute-phase response
was followed by a short refractory period where the individual was relatively insensitive to
additional SO, challenges. Notably, the SO,-induced acute-phase response was found to be
ameliorated by the inhalation of beta-agonist aerosol medications, and to occur without an
additional, often more severe, late-phase inflammatory response.

The 1994 supplement to the AQCD noted that of particular concern was the subset of
asthmatics in these clinical studies that appeared to be hyperresponsive (i.e., those experiencing
greater-than-average bronchoconstriction or respiratory symptoms at a given SO, concentration).
Thus, for a given concentration of SO,, EPA estimated the number of asthmatics likely to
experience bronchoconstriction (and/or symptoms) of a sufficient magnitude to be considered a
health concern. At 600 to 1000 ppb SO, EPA estimated that more than 25% of mild to moderate
exercising asthmatics would likely experience decrements in lung function distinctly exceeding
typical daily variations in lung function, or the response to commonly encountered stimuli (EPA,
1994a). Furthermore, the AQCD concluded that the severity of effects experienced at 600-1000
ppb was likely to be of sufficient concern to cause a cessation of activity, medication use, and/or
the possible seeking of medical attention. In contrast, at 200 — 500 ppb SO,, it was estimated
that at most 10 — 20% of mild to moderate exercising asthmatics were likely to experience lung
function decrements larger than those associated with typical daily activity, or the response to

commonly encountered stimuli (EPA, 1994a).
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1.1.3 Assessment from Previous Review
The risk and exposure assessment from the previous review of the SO, NAAQS

qualitatively evaluated both the existing 24-hour (0.14 ppm) and annual standards (0.03 ppm),
but primarily focused on whether an additional standard was necessary to protect against short-
term (e.g., S-minute) peak exposures. Based on the human clinical data mentioned above, it was
judged that exposures to 5S-minute SO, levels at or above 600 ppb could pose an immediate
significant health risk for a substantial proportion of asthmatics at elevated ventilation rates (e.g.,
while exercising). Thus, EPA analyzed existing ambient monitoring data to estimate the
frequency of 5-minute peak concentrations above 500, 600, and 700 ppb, the number of repeated
exceedances of these concentrations, and the sequential occurrences of peak concentrations
within a given day (SAI, 1996). The results of this analysis indicated that in the vicinity of local
sources, several locations in the U.S. had a substantial number of 5-minute peak concentrations
at or above 600 ppb.

In addition to the ambient air quality analysis, the previous review also included several
annual exposure analyses that in general, combined SO, emission estimates from utility and non-
utility sources with exposure modeling to estimate the probability of exposure to short-term peak
SO, concentrations. The first such analysis conducted by the Agency estimated the number of 5-
minute exposures > 500 ppb associated with four selected coal-fired power utilities (EPA,
1986a). An expanded analysis sponsored by the Utility Air Regulatory Group (UARG)
considered the frequency of short-term exposure events that might result from the nationwide
operation of all power utility boilers (Burton et al., 1987). Additionally, the probability of peak
concentrations surrounding non-utility sources was the focus of another study conducted by the
Agency (Stoeckenius et al., 1990). The resultant combined exposure estimates based on these
early analyses indicated that between 0.7 and 1.8% of the total asthmatic population potentially
could be exposed one or more times annually, while outdoors at exercise, to 5-minute SO,
concentrations > 500 ppb. It also was noted that the frequency of 5-minute exposures above the
health effect benchmark of 600 ppb, while not part of the analysis, would be anticipated to be
lower.

In addition to the early analyses mentioned above, two other analyses were considered in
the prior review. The first was an exposure assessment sponsored by the UARG (Rosenbaum et

al., 1992) that focused on emissions from fossil-fueled power plants. That study accounted for
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the anticipated reductions in SO, emissions after implementation of the acid deposition
provisions (Title IV) of the 1990 Clean Air Act Amendments. This UARG-sponsored analysis
predicted that these emission reductions would result in a 42% reduction in the number of 5-
minute exposures to 500 ppb for asthmatic individuals (reducing the number of asthmatics
exposed from 68,000 down to 40,000) in comparison with the earlier Burton et al. (1987)
analysis. The second was a new exposure analysis submitted by the National Mining
Association (Sciences International, Inc. 1995) that reevaluated non-utility sources. In this
analysis, revised exposure estimates were provided for four of the seven non-utility source
categories by incorporating new emissions data and using less conservative modeling
assumptions in comparison to those used for the earlier Stoeckenius et al. (1990) non-utility
analysis. Significantly fewer exposure events (i.e., occurrence of 5-minute 500 ppb or greater
exposures) were estimated in this industry-sponsored revised analysis, decreasing the range of
estimated exposures for these four sources by an order of magnitude (i.e., from 73,000-259,000

short-term exposure events in the original analysis to 7,900-23,100 in the revised analysis).

1.2 SCOPE OF THE RISK AND EXPOSURE ASSESSMENT FOR THE
CURRENT REVIEW

1.2.1 Overview of the Risk and Exposure Assessment
The REA describes exposure and risks associated with recent ambient levels of SO,

levels that just meet the current SO, standards, and levels that just meet potential alternative
standards. This REA also contains a policy discussion regarding the adequacy of the current SO,
NAAQS, and potential alternative primary standards. A concise overview of the information,
analyses, and policy discussion contained in this document is presented below.

Chapters 2-4 evaluate information presented in the ISA that is relevant for conducting an
exposure and risk assessment. This includes information on 1) human exposure to SO,. 2) at-risk
populations; and 3) health effects associated with short- and long-term exposures to SO,.
Chapter 5 presents the rationale for the selection of the indicator, averaging time, forms, and
levels for the potential alternative standards that were assessed in the exposure and risk chapters
of the document. Specifically, these potential alternative standards are 99 percentile 1-hour
daily maximum SO, levels of 50, 100, 150, 200, and 250 ppb, and 98™ percentile 1-hour daily

maximum SO, levels of 200 ppb, and in some instances in the air quality analysis, 100 ppb. In
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brief, the rationale takes into consideration both human exposure and epidemiologic evidence
from the ISA, as well as a qualitative analysis conducted by staff characterizing 98™ and 99™
percentile 1-hour daily maximum SO; levels in cities and time periods corresponding to key U.S.
and Canadian hospitalization and ED visit studies for all respiratory causes and asthma (key
studies are identified in Table 5-5 of the ISA). Chapter 6 is an overview of the technical
analyses that are presented in the subsequent chapters of this document. This chapter also
presents the rationale for the selection of specific potential health benchmark values' derived
from the human exposure literature.

Chapters 7-9 present the analytical portion of the document. Staff considered both
evidence of bronchoconstriction and respiratory symptoms from human exposure studies, as well
as CASAC advice on the first and second draft REA, and judged it appropriate to conduct a
series of three analyses to estimate risks associated with 5-minute SO, exposures ranging from
100-400 ppb in exercising asthmatics (see Figure 1-1 and Chapter 6). Chapter 7 presents an air
quality characterization that uses monitored and statistically estimated 5-minute ambient SO,
concentrations as a surrogate for exposure. This analysis estimates the number of days per year
measured or statistically estimated 5-minute daily maximum SO, concentrations meet or exceed
the potential health benchmark values of 100, 200, 300 and 400 ppb This air quality analysis is
done under scenarios reflecting current air quality, air quality simulated to just meet the current
standards, and air quality simulated to just meet the potential alternative standards (i.e., 99™
percentile 1-hour daily maximum SO; levels of 50, 100, 150, 200 and 250 ppb and an 9gth
percentile 1-hour daily maximum SO; level of 200 ppb). Chapter 8 presents results from
exposure analysis case studies conducted in the St. Louis modeling domain (henceforth referred
to as St. Louis) and Greene County Missouri (MO). These analyses provide estimates of the
number and percent of asthmatics residing within 20 kilometers (km) of major SO, sources
experiencing S-minute exposures to 100, 200, 300, and 400 ppb SO,, while at elevated
ventilation rates under the air quality scenarios mentioned above (i.e., recent air quality, and air
quality adjusted to just meet the current and potential alternative standards). Chapter 9 is a

quantitative risk assessment that produces health risk estimates for the number and percent of

" In general, potential health benchmark values are pollutant exposure levels that have consistently been shown to
induce adverse health effects in individuals participating in free-breathing human chamber studies.
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exposed asthmatics (as determined by the exposure analysis; see Figure 1-1) that would
experience moderate or greater lung function responses under the air quality scenarios previously
described.

In addition to the technical analyses presented in Chapters 7-9, Chapter 10 integrates the
scientific evidence and the air quality, exposure, and risk information as they pertain to
informing decisions about the primary SO, NAAQS. More specifically, Chapter 10 considers
the epidemiologic, controlled human exposure, and animal toxicological evidence presented in
the ISA (EPA, 2008a), as well as the air quality, exposure, and risk characterization results
presented in this document, as they relate to the adequacy of the current SO, NAAQS and

potential alternative primary SO, standards.

1.2.2 Species of Sulfur Oxides Included in Analyses
The sulfur oxides include multiple gaseous (e.g., SO,, SOs) and particulate (e.g., sulfate)

species. In considering what species of sulfur oxides are relevant to the current review of the
SO, NAAQS, we note that the health effects associated with particulate species of sulfur oxides
have been considered within the context of the Agency’s review of the primary NAAQS for
particulate matter (PM). In the most recent review of the NAAQS for PM, it was determined
that size-fractionated particle mass, rather than particle composition, remains the most
appropriate approach for addressing ambient PM. This conclusion will be re-assessed in the
parallel review of the PM NAAQS; however, at present it would be redundant to also consider
effects of particulate sulfate in this review. Therefore, the current review of the SO, NAAQS
will focus on gaseous species of sulfur oxides and will not consider health effects directly
associated with particulate sulfur oxide species. Additionally, of the gaseous species, EPA has
historically determined it appropriate to specify the indicator of the standard in terms of SO,
because other gaseous sulfur oxides (e.g., SO;) are likely to be found at concentrations many
orders of magnitude lower than SO, in the atmosphere, and because most all of the health effects
and exposure information is for SO,. The ISA has again found this to be the case, and therefore

this REA will use SO, as a surrogate for all gaseous sulfur oxides.
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2. OVERVIEW OF HUMAN EXPOSURE

In order to help inform the air quality, exposure, and risk analyses presented in Chapters
7-9, staff has briefly summarized relevant human exposure information from the ISA. After
defining the concept of “integrated exposure,” this chapter discusses major sources of SO,
emissions. Characterizing these SO, sources helps identify the most relevant locations for
conducting air quality, exposure, and health risk analyses. This chapter then presents a
description of the SO, monitoring network, and discusses ambient levels of SO, associated with
1-hour, 24-hour, and annual averaging times. SO, concentrations associated with these
averaging times are relevant to the air quality, exposure, and risk analyses because the current
SO, standards have 24-hour and annual averaging times, and EPA is considering potential
alternative 1-hour averaging time standards (see section 5.3). Next, this chapter describes the
small subset of SO, monitors that report 5-minute SO, concentrations, as well as a broad
characterization of ambient 5-minute SO, levels (a more thorough discussion of these topics can
be found in Chapters 6 and 7). This discussion is particularly relevant to the analyses described
in this document because the potential health effect benchmarks and the outputs of the air
quality, exposure, and risk assessments are presented with respect to a S-minute averaging time
(see section 6.2). More specifically, as previously described in section 1.2.1, an output of the air
quality analysis presented in Chapter 7 is the number of days per year measured, or statistically
estimated (see Chapter 6) 5S-minute daily maximum SO, concentrations exceed 5-minute
potential health effect benchmark levels. Similarly, the output of the exposure analysis in
Chapter 8 is the number of exercising asthmatics exposed to 5-minute SO, concentrations above
benchmark levels. Outputs of the exposure analysis (i.e., the number of exercising asthmatics
exposed to 5-minute SO, concentrations above benchmark levels) are then used as inputs into the
quantitative risk assessment in Chapter 9 to estimate the number and percent of exposed
exercising asthmatics expected to experience a moderate or greater lung function response (see
Figure 6-1).

In addition to providing information relevant to the air quality, exposure, and risk

analyses, this Chapter also provides information relevant to the Chapter 4 health discussion and

the Chapter 10 policy assessment. That is, the current chapter highlights uncertainties involved
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with using ambient SO, concentrations as a surrogate for personal exposure in epidemiologic

studies, as well as the ISA’s conclusions on this topic.

2.1 BACKGROUND

The integrated exposure of a person to a given pollutant is the sum of the exposures over
all time intervals for all environments in which the individual spends time. People spend
different amounts of time in different microenvironments and each microenvironment is
characterized by different pollutant concentrations. There is a large amount of variability in the
time that individuals spend in different microenvironments, but on average people spend the
majority of their time (about 87%) indoors. Most of this time is spent at home with less time
spent in an office/workplace or other indoor locations (ISA, Figure 2-36). In addition, people
spend on average about 8% of their time outdoors and 6% of their time in vehicles. A potential
consequence of multiple sources of exposure or microenvironments is the exposure
misclassification that may result when total human exposure is not disaggregated between these
various microenvironments. In epidemiologic studies that rely on ambient pollutant levels as a
surrogate for exposure to ambient SO,, such misclassification may obscure the true relationship
between ambient air pollutant exposures and health outcomes.

In addition to accounting for the times spent in different microenvironments, it is also
important to note the duration of exposure experienced. This is important because health effects
caused by long-term, low-level exposures may differ from those caused by relatively higher

shorter-term exposures.

2.2 SOURCES OF SO,

In order to estimate risks associated with SO, exposure, principle sources of the pollutant
must first be characterized because the majority of human exposures are likely to result from the
release of emissions from these sources. Anthropogenic SO, emissions originate chiefly from
point sources, with fossil fuel combustion at electric utilities (~66%) and other industrial
facilities (~29%) accounting for the majority of total emissions (ISA, section 2.1). Other
anthropogenic sources of SO, include both the extraction of metal from ore as well as the
burning of high sulfur containing fuels by locomotives, large ships, and non-road diesel

equipment. Notably, almost the entire sulfur content of fuel is released as SO, or SO; during
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combustion. Thus, based on the sulfur content in fuel stocks, oxides of sulfur emissions can be
calculated to a higher degree of accuracy than can emissions for other pollutants such as PM and
NO; (ISA, section 2.1).

The largest natural sources of SO, are volcanoes and wildfires. Although SO, constitutes
a relatively minor fraction (0.005% by volume) of total volcanic emissions, concentrations in
volcanic plumes can be in the range of several to tens of ppm (thousands of ppb). Volcanic
sources of SO, in the U.S. are limited to the Pacific Northwest, Alaska, and Hawaii. Emissions
of SO; can also result from burning vegetation. The amount of SO, released from burning
vegetation is generally in the range of 1 to 2% of the biomass burned and is the result of sulfur

from amino acids being released as SO, during combustion.

2.3 BACKGROUND ON THE SO, MONITORING NETWORK

The following section provides general background on the SO, monitoring network. A
more detailed description of this network can be found in Watkins (2009). The SO, monitoring
network was originally deployed to support implementation of the SO, NAAQS established in
1971. Despite the establishment of an SO, standard, uniform minimum monitoring requirements
for SO, monitoring did not appear until May 1979. From the time of the implementation of the
1979 monitoring rule through 2008, the SO, network has steadily decreased in size from
approximately 1496 sites in 1980 to the approximately 488 sites operating in 2008.

The 1979 monitoring rule established two categories of SO, monitoring sites: State and
Local Ambient Monitoring Stations (SLAMS) and the smaller set of National Ambient
Monitoring Stations (NAMS). No minimum requirements were established for SLAMS.
Minimum requirements (described below) were established for NAMS. The 1979 rule also
required that SO, only be monitored using Federal Reference Methods (FRMs) or Federal
Equivalent Methods (FEMs). The 1979 monitoring rule called for a range of number of sites in a
metropolitan statistical area (MSA) based both on population size and known concentrations
relative to the NAAQS (at that point in time; see Watkins, 2009).

In October 2006, EPA revised the monitoring requirements for SO; in light of the fact
that there was not an SO, non-attainment problem (Watkins, 2009). The 2006 rule eliminated
the minimum requirements for the number of SO, monitoring sites. The current SO, monitoring

rule, 40 CFR Part 58, Appendix D, section 4.4 states:
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Sulfur Dioxide (SO;) Design Criteria.

(a) There are no minimum requirements for the number of SO, monitoring sites.
Continued operation of existing SLAMS SO, sites using FRM or FEM is required until
discontinuation is approved by the EPA Regional Administrator. Where SLAMS SO,
monitoring is ongoing, at least one of the SLAMS SO, sites must be a maximum
concentration site for that specific area.

(b) The appropriate spatial scales for SO, SLAMS monitoring are the microscale, middle,
and possibly neighborhood scales. The multi-pollutant NCore sites can provide for
metropolitan area trends analyses and general control strategy progress tracking. Other
SLAMS sties are expected to provide data that are useful in specific compliance actions,
for maintenance plan agreements, or for measuring near specific stationary sources of
SO..

(1) Micro and middle scale — Some data uses associated with microscale and
middle scale measurements for SO, include assessing the effects of control strategies to
reduce concentrations (especially for the 3-hour and 24-hour averaging times) and
monitoring air pollution episodes.

(2) Neighborhood scale — This scale applies where there is a need to collect air
quality data as part of an ongoing SO, stationary source impact investigation. Typical
locations might include suburban areas adjacent to SO, stationary sources for example, or
for determining background concentrations as part of these studies of population
responses to exposure to SO;.

(c) Technical guidance in reference 1 of this appendix should be used to evaluate the
adequacy of each existing SO, site, to relocate an existing site, or to locate new sites.

To ascertain what the current SO, network is addressing or characterizing, and in light of
the relatively recent removal of a specific SO, monitoring requirement, EPA reviewed some of
the SO, network meta-data (Watkins, 2009). The data reviewed are those available from AQS
for calendar year 2008, for any monitors reporting data at any point during the year. The meta-
data fields are usually created by state and locals whenever a monitor or site is opened, moved,
or has a certain characteristic re-characterized. Often, EPA Regions consult with states and
locals on some of these metadata characteristics, but it is the responsibility of the state or local to
classify their own sites. With that, it should be noted that EPA must caveat such a review due to
the fact the AQS meta-data may have missing or ‘old’ meta-data field entries, as states and locals
do not have a routine or enforced process by which they must update or correct meta-data fields
(Watkins, 2009).

Monitoring Objective:

The monitoring objective meta-data field describes what the data from the monitor are

intended to characterize. The focus of the data presented is to show the nature of the network in
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terms of its attempt to generally characterize health effects, source impacts, transport, or welfare
effects. In 2008, there were 488 SO, monitors reporting data to AQS at some point during the
year. Any particular monitor can have multiple monitor objectives, however for this analysis
(see Watkins, 2009) we have selected one reported objective based on a hierarchy to represent an
individual monitor. The hierarchy used was to select, in order of priority: 1) source oriented, 2)
high concentration, 3) population exposure, or 4) general background, if they existed at a site
with multiple monitoring objectives. Table 2-1 presents the monitor objective distribution across
all SO, sites from the available AQS data. There are 12 categories of monitor objective for any
pollutant monitor within AQS. The “other” category is for sites likely addressing a state or local
need outside of the routine objectives, and the “unknown” category represents missing meta-
data. The six primary categories appropriate for use with SO, monitoring efforts stem directly
from categorizations of site types within the CFR. In 40 CFR Part 58 Appendix D, they are
defined as:

1. Sites located to determine the highest concentration expected to occur in the area
covered by the network (Highest Concentration).

2. Sites located to measure typical concentrations in areas of high population
(Population Exposure).

3. Sites located to determine the impact of significant sources or source categories
on air quality (Source Oriented).

4. Sites located to determine general background concentration levels (General
Background).

5. Sites located to determine the extent of regional pollutant transport among
populated areas; and in support of secondary standards (Regional Transport).

6. Sites located to measure air pollution impacts on visibility, vegetation damage, or
other welfare-based impacts (Welfare Related Impacts).

The remaining four categories available are a result of updating the AQS database. In the
more recent upgrade to AQS, the data handlers inserted the available site types for
Photochemical Assessment Monitoring Stations (PAMS) network as options for monitoring site
objectives. In our metadata review, three SO, monitors have a listed monitoring objective that

EPA intended to be applied only to NOx or O3 sites. As a result these three sites are presumably

co-located with a NOx or O3 monitor with the same objective.
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Measurement Scales

The spatial (measurement) scales are laid out in 40 CFR Part 58, Appendix D, Section 1
“Monitoring Objectives and Spatial Scales.” This part of the regulation spells out what data

from a monitor can represent in terms of air volumes associated with area dimensions:

Microscale - 0 to 100 meters

Middle Scale - 100 to 500 meters
Neighborhood Scale - 500 meters to 4 kilometers
Urban Scale - 4 to 50 kilometers

Regional Scale - 50 kilometers up to 1000km

There are meta-data records for the SO, network to indicate what the measurement scale
of a particular monitor represents. In addition to the scales presented above, “industrial” scale
sites are an available option for characterizing SO, monitor sites in AQS. These “industrial”
scale sites are typically operated by industry, and are likely representative of the same scales that
are associated with sites having source oriented and high concentration monitoring objectives,
but we are unable to determine what spatial scale these monitors actually represent through AQS.
It is also noted that a monitor can only have one measurement scale, as opposed to the possibility
of a single monitor having multiple monitor objectives. Table 2-2 shows the measurement scale
distribution across all SO, sites from the available data in AQS of monitors reporting data in

2008.

Table 2-1. SO, network monitoring objective distribution.

SO, Monitoring Number of Monitoring Percent Distribution
Objective Objective Records

Population Exposure 208 42.6 %
Source Oriented 88 18.0 %
Highest Concentration 83 17.0 %
General Background 55 11.3 %
Regional Transport 12 25%
Other 5 1.0 %
Max Precursor Impact (PAMS 3 0.6 %
Type 2 Site)

Welfare Related Impacts 1 0.2 %
Unknown 33 6.8 %
Totals: 488 100 %
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Table 2-2. SO, network distribution across measurement scales.

Measurement Scale Number of Measurement Percent Distribution
Scale Records

Microscale 1 0.2 %

Middle Scale 35 7.2 %

Neighborhood 309 63.3 %

Urban Scale 61 12.5 %

Regional Scale 41 8.4 %

Industrial Scale 6 1.2 %

Unknown 35 7.2 %
Totals: 488 100%

Urban/Rural Location Analysis

The US Census Bureau (http://www.census.gov/geo/www/ua/ua_2k.html) defines the

term “urban” as all territory, population, and housing units located within an urbanized area (UA) or an
urban cluster (UC). The Census bureau uses UA and UC boundaries to encompass densely settled

territory, which consists of:
e core census block groups or blocks that have a population density of at least 1,000 people
per square mile and

e surrounding census blocks that have an overall density of at least 500 people per square
mile

e Conversely, the Census Bureau's classification of "rural" consists of all territory,
population, and housing units located outside of UAs and UCs. Counties, metropolitan
areas, and the territory outside metropolitan areas, often are "split" between “urban” and
“rural” territory. A spatial analysis of the SO, monitors against the Census Bureau’s
defined UAs and UCs shows that 63% of SO, monitors are in an “urban” setting and 37%
are in a “rural” setting.

2.4 AMBIENT LEVELS OF SO,

Since the integrated exposure to a pollutant is the sum of the exposures over all time
intervals for all environments in which the individual spends time, understanding the temporal
and spatial patterns of SO, levels across the U.S is an important component of conducting air
quality, exposure, and risk analyses. SO, emissions and ambient concentrations follow a strong
east to west gradient due to the large numbers of coal-fired electric generating units in the Ohio
River Valley and upper Southeast regions. In the 12 CMSAs that had at least 4 SO, regulatory
monitors from 2003-2005, 24-hour average concentrations in the continental U.S. ranged from a

reported low of ~1 ppb in Riverside, CA and San Francisco, CA to a high of ~12 ppb in
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Pittsburgh, PA and Steubenville, OH (ISA, section 2.4.4). In addition, inside CMSAs from
2003-2005, the annual average SO, concentration was 4 ppb (ISA, Table 2-8). However, spikes
in hourly concentrations occurred; the mean 1-hour maximum concentration was 130 ppb, with a
maximum value of greater than 700 ppb (ISA, Table 2-8).

In addition to considering 1-hour, 24-hour, and annual SO, levels in this document,
examining the temporal and spatial patterns of 5-minute peaks of SO; is also important given
that human clinical studies have demonstrated exposure to these peaks can result in adverse
respiratory effects in exercising asthmatics (see Chapter 4). Although the total number of SO,
monitors across the continuous U.S. can vary from year to year, in 2006 there were
approximately 500 SO, monitors in the NAAQS monitoring network (ISA, section 2.5.2). State
and local agencies responsible for these monitors are required to report 1-hour average SO,
concentrations to the EPA Air Quality System (AQS). However, a small number of sites, only
98 total from 1997 to 2007, and not the same sites in all years, voluntarily reported 5-minute
block average data to AQS (ISA, section 2.5.2). Of these, 16 reported all twelve 5-minute
averages in each hour for at least part of the time between 1997 and 2007. The remainder
reported only the maximum 5-minute average in each hour. When maximum 5-minute
concentrations were reported, the absolute highest concentration over the ten-year period
exceeded 4000 ppb, but for all individual monitors, the 99 percentile was below 200 ppb (ISA,
section 2.5.2). Medians from these monitors reporting data ranged from 1 ppb to 8 ppb, and the
average for each maximum 5-minute level ranged from 3 ppb to 17 ppb. Delaware,
Pennsylvania, Louisiana, and West Virginia had mean values for maximum 5-minute data
exceeding 10 ppb (ISA, section 2.5.2). Among aggregated within-state data for the 16 monitors
from which all 5-minute average intervals were reported, the median values ranged from 1 ppb to
5 ppb, and the means ranged from 3 ppb to 11 ppb (ISA, section 2.5.2). The highest reported
concentration was 921 ppb, but the 99th percentile values for aggregated within-state data were
all below 90 ppb (ISA, section 2.5.2).

EPA has generally conducted NAAQS risk assessments that focus on the risks associated
with levels of a pollutant that are in excess of policy relevant background (PRB). Policy relevant
background levels are defined as concentrations of a pollutant that would occur in the U.S. in the

absence of anthropogenic emissions in continental North America (defined here as the United
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States, Canada, and Mexico). However, throughout much of the United States, SO, PRB levels
are estimated to be at most 30 parts per trillion and contribute less than 1% to present day SO,
concentrations (ISA, section 2.5.3). We note that in the Pacific Northwest and Hawaii, PRB
concentrations can be considerably higher due to geogenic activity (e.g., volcanoes); in these
areas, PRB can account for 70-80% of total SO, concentrations (ISA, section 2.5.3). Since we
do not plan on conducting SO, risk assessments in areas with high background SO, levels due to
natural sources, and the contribution of PRB is negligible in all other areas, EPA is addressing
the risks associated with monitored and/or modeled ambient SO, levels without regard to PRB

levels.

2.5 RELATIONSHIP OF PERSONAL EXPOSURE TO AMBIENT
CONCENTRATIONS

To help inform the evaluation of the epidemiologic evidence in Chapter 4 and the
evidence-based considerations presented in Chapter 10, this section discusses the relationship of
personal SO, exposure to ambient SO, concentrations. Many epidemiologic studies rely on
measures of ambient SO, concentrations as surrogates for personal exposure to ambient SO,.
Thus, it is important to consider the potential sources of error that are associated with using SO,
measured by ambient monitors as a surrogate for personal exposure to ambient SO,. Key aspects
related to this issue include: (1) ambient and personal sampling issues, (2) the spatial variability
of ambient SO, concentrations, and (3) the relationship between ambient concentrations and
personal exposures as influenced by exposure factors (e.g., indoor sources).

Only a limited number of studies have focused on the relationship between personal
exposure and ambient concentrations of SO,, in part because ambient SO, levels have declined
markedly over the past few decades. Indoor and outdoor SO, concentrations are often below
detection limits for personal samplers® and in these situations, the ISA notes that associations
between ambient concentrations and personal exposures are inadequately characterized (ISA,
section 2.6.3.2). However, in studies with personal measurements above detection limits, the
ISA states that a reasonably strong association was observed between personal SO, exposure and

ambient concentrations (Brauer et al., 1989; Sarnat et al., 2006; described in ISA section 2.6.3.2).

2 The lower limit of detection of personal samplers is ~60 ppb for 1-hour and ~5 ppb for 24-hour. A discussion of
personal sampler detection limits can be found in section 2.6.2 of the ISA.
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In addition, the ISA notes that no study has examined the relationship between concentrations
measured at ambient monitors and the community average exposure: a relationship that is more
relevant than that of ambient concentration to personal exposure for community time-series
studies (ISA, section 5.3).

Because epidemiologic studies rely on ambient SO, measurements at fixed site monitors,
there is concern about the extent to which instrument error could influence the results of these
studies. That is, the SO, monitoring network was designed and put into place when SO,
concentrations were considerably higher, and thus, well within the standard monitor’s limits of
detection. However, SO, concentrations have fallen considerably over the years and are
currently at, or very near these monitors’ lower limit of detection (~3 ppb). As a result, greater
relative error is most often observed at lower ambient concentrations compared to less frequent
higher concentrations. Notably, the ISA states that it is unclear how instrument error will
influence the effect estimates of epidemiologic studies relying on these measurements (ISA,
section 2.6.4.1). As an additional matter, staff notes that the lower detection limit of these
monitors is not considered problematic with respect to determining attainment of SO, NAAQS
because the current 24-hour and annual standards, as well as the potential alternative 1-hour
daily maximum standards, are all well within the detection limits of the SO, monitoring network.

Uncertainty in epidemiologic studies is also associated with the spatial and temporal
variation of SO, across communities. The ISA finds that site-to-site correlations of SO,
concentrations among monitors in U.S. cities ranges from very low to very high (ISA, section
2.6.4.1; ISA, Table 2-9). This suggests that at any given time, SO, concentrations at individual
monitoring sites may not highly correlate with the average SO, concentration in the community.
This could be the result of local sources (e.g., power plants) causing an uneven spatial
distribution of SO,, monitors being sited to represent concentrations near local sources, or effects
related to terrain or weather (ISA, section 2.6.4.1). However, this type of error is not thought to
bias community time-series results in a positive direction because it generally tends to reduce,
rather than increase, effect estimates.

In epidemiologic studies, since people spend most of their time indoors, there is also
uncertainty in the relationship between ambient concentrations measured by local monitors and

actual personal exposure related to ambient sources. That is, the presence of indoor or
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nonambient sources of SO, could complicate the interpretation of associations between personal
exposure and ambient SO; in exposure studies. Sources of indoor SO, are associated with the
use of sulfur-containing fuels, with higher levels expected when emissions are poorly vented. In
the U.S., the contribution of indoor sources is not thought to be a major contributor to overall
SO, exposure because the only known indoor source is kerosene heaters and their use is not
thought to be widespread (ISA, section 2.6.4.1).

The ISA concludes that exposure error caused by using ambient concentrations of SO, as
a surrogate for exposure to ambient SO; is a source of uncertainty for epidemiologic studies.
However, in community time-series and short-term panel epidemiologic studies, exposure error

would tend to bias the effect estimate towards the null (ISA, section 2.6.4.4. and 5.3).

2.6 KEY OBSERVATIONS

e SO, emissions and ambient concentrations follow a strong east to west gradient due to the
large numbers of coal-fired electric generating units in the Ohio River Valley and upper
Southeast regions.

e In the 12 CMSAs that had at least 4 SO, regulatory monitors from 2003-2005, 24-hour
average concentrations in the continental U.S. ranged from a reported low of ~1 ppb in
Riverside, CA and San Francisco, CA to a high of ~12 ppb in Pittsburgh, PA and
Steubenville, OH.

e Inside CMSAs from 2003-2005, the annual average SO, concentration was 4 ppb.

e Inside CMSAs from 2003-2005, the mean 1-hour maximum concentration was 130 ppb,
with a maximum value of greater than 700 ppb.

e A small number of sites, only 98 total from 1997 to 2007, and not the same sites in all
years—voluntarily reported 5-minute block average data to AQS. Of these, 16 reported
all twelve 5-minute averages in each hour, while the remainder reported only the
maximum 5-minute average in each hour.

e Throughout much of the United States, SO, PRB levels are estimated to be at most 30
parts per trillion and contribute less than 1% to present day SO, concentrations.

e The ISA concludes that exposure error caused by using ambient concentrations of SO, as
a surrogate for exposure to ambient SO, is a source of uncertainty for epidemiologic
studies. However, in community time-series and short-term panel epidemiologic studies,
exposure error would tend to bias the effect estimate towards the null. Thus, results of
these studies can be used, in part, to evaluate the adequacy of the current and potential
alternative SO, standards (see Chapter 10)
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3. AT RISK POPULATIONS
3.1 OVERVIEW

Interindividual variation in human responses to air pollutants indicates that some
subpopulations are at increased risk for the detrimental effects of ambient exposure to SO,. The
NAAQS are intended to provide an adequate margin of safety for both general populations and
sensitive subpopulations, or those subgroups potentially at increased risk for health effects in
response to ambient air pollution. To facilitate the identification of subpopulations at the
greatest risk for SO,-related health effects, studies have identified factors that contribute to the
susceptibility and/or vulnerability of an individual to SO,. Susceptible individuals are broadly
defined as those with a greater likelihood of an adverse outcome given a specific exposure in
comparison with the general population (American Lung Association, 2001). The susceptibility
of an individual to SO, can encompass a multitude of factors which represent normal
developmental phases (e.g., age) or biologic attributes (e.g., gender); however, other factors (e.g.,
socioeconomic status (SES)) may influence the manifestation of disease and also increase an
individual’s susceptibility (American Lung Association, 2001). In addition, subpopulations may
be vulnerable to SO, in response to an increase in their exposure during certain windows of life
(e.g., childhood or old age) or as a result of external factors (e.g., SES) that contribute to an
individual being disproportionately exposed to higher concentrations than the general population.
It should be noted that in some cases specific factors may affect both the susceptibility and
vulnerability of a subpopulation to SO,. For example, a subpopulation that is characterized as
having low SES may have less access to healthcare resulting in the manifestation of a disease,
which increases their susceptibility to SO,, but they may also reside in a location that results in
exposure to higher concentrations of SO,, increasing their vulnerability to SO,.

To examine whether SO, differentially affects certain subpopulations, stratified analyses
are often conducted in epidemiologic investigations to identify the presence or absence of effect
modification. A thorough evaluation of potential effect modifiers may help identify
subpopulations that are more susceptible and/or vulnerable to SO,. These analyses require the
proper identification of confounders and their subsequent adjustment in statistical models, which
helps separate a spurious, from a true causal association. Although the design of toxicological

and human clinical studies does not allow for an extensive examination of effect modifiers, the
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use of animal models of disease and the study of individuals with underlying disease or genetic
polymorphisms do allow for comparisons between subgroups. Therefore, the results from these
studies, combined with those results obtained through stratified analyses in epidemiologic
studies, contribute to the overall weight of evidence for the increased susceptibility and
vulnerability of specific subpopulations to SO,. Those groups identified in the ISA to be
potentially at greater risk of experiencing an adverse health effect from SO, exposure are

described in more detail below.

3.2 PRE-EXISTING RESPIRATORY DISEASE

In human clinical studies, asthmatics have been shown to be more responsive to the
respiratory effects of SO, exposure than healthy non-asthmatics. While SO,-attributable
decrements in lung function have generally not been demonstrated at concentrations < 1000 ppb
in non-asthmatics, statistically significant increases in respiratory symptoms and decreases in
lung function have consistently been observed in exercising asthmatics following 5 to 10 minute
SO, exposures at concentrations ranging from 400-600 ppb (ISA, section 4.2.1.1). Moderate or
greater SO,-induced decrements in lung function have also consistently been observed at SO,
concentrations ranging from 200-300 ppb in some asthmatics. The ISA also notes that a number
of epidemiologic studies have reported respiratory morbidity in asthmatics associated with SO,
exposure (ISA 4.2.1.1). For example, numerous epidemiologic studies have observed positive
associations between ambient SO, concentrations and ED visits and hospitalizations for asthma
(ISA section 4.2.1.1). Overall, the ISA concludes that epidemiologic and controlled human
exposure studies indicate that individuals with pre-existing respiratory diseases, particularly
asthma, are at greater risk than the general population of experiencing SO-associated health

effects (ISA, section 4.2.1.1).

3.3 GENETICS

The ISA notes that a consensus now exists among scientists that the potential for genetic
factors to increase the risk of experiencing adverse health effects due to ambient air pollution
merits serious consideration. Several criteria must be satisfied in selecting and establishing
useful links between polymorphisms in candidate genes and adverse respiratory effects. First,

the product of the candidate gene must be significantly involved in the pathogenesis of the effect
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of interest, which is often a complex trait with many determinants. Second, polymorphisms in
the gene must produce a functional change in either the protein product or in the level of
expression of the protein. Third, in epidemiologic studies, the issue of effect modification by
other genes or environmental exposures must be carefully considered (ISA section 4.2.2).

While many studies have examined the association between genetic polymorphisms and
susceptibility to air pollution in general, only one study has specifically examined the effects of
SO, exposure on genetically distinct subpopulations. Winterton et al. (2001) found a significant
association between SO,-induced decrements in Forced Expiratory Volume in the first second
(FEV)) and the homozygous wild-type allele in the promoter region of Tumor Necrosis Factor-a
(TNF- a; AA, position -308). However, the ISA concluded that the overall body of evidence was
too limited to reach a conclusion regarding the effects of SO, exposure on genetically distinct

subpopulations at this time.

3.4 AGE
The ISA identifies children (i.e., <18 years of age) and older adults (i.e., >65 years of

age) as groups that are potentially at greater risk of experiencing SO;-associated adverse health
effects. In children, the developing lung is prone to damage from environmental toxicants as it
continues to develop through adolescence. The biological basis for increased risk in the elderly
is unknown, but one hypothesis is that it may be related to changes in antioxidant defenses in the
fluid lining the respiratory tract. The ISA found a number of epidemiologic studies that observed
increased respiratory symptoms in children associated with increasing SO, concentrations. In
addition, several studies have reported that the excess risk estimates for ED visits and
hospitalizations for all respiratory causes, and to a lesser extent asthma, associated with a 10-ppb
increase in 24-hour average SO, concentrations were higher for children and older adults than for
all ages together (ISA, section 4.2.3). However, the ISA also notes that the evidence from
controlled human exposure studies does not suggest that adolescents are either more or less at
risk than adults to the respiratory effects of SO,, but rather adolescents may experience similar
respiratory effects at a given exposure concentration (ISA, sections 3.1.3.5 and 4.2.3). Overall,
the ISA finds that compared to the general population, there is limited evidence to suggest that
children and older adults are at greater risk of experiencing SO,-associated health effects (ISA,

section 4.2.3).
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3.5 TIME SPENT OUTDOORS

Outdoor SO, concentrations are generally much higher than indoor concentrations. Thus,
the ISA notes that individuals who spend a significant amount of time outdoors are likely at
greater risk of experiencing SO;-associated health effects than those who spend most of their

time indoors (ISA section 4.2.5).

3.6 VENTILLATION RATE

Controlled human exposure studies have demonstrated that decrements in lung function
and respiratory symptoms occur at significantly lower SO, exposure levels in exercising subjects
compared to resting subjects. As ventilation rate increases, breathing shifts from nasal to
oronasal, thus resulting in greater uptake of SO, in the tracheobronchial airways due to the
diminished absorption of SO; in the nasal passages. Therefore, individuals who spend a
significant amount of time at elevated ventilation rates (e.g. while playing, exercising, or
working) are expected to be at greater risk of experiencing SO;-associated health effects (ISA

section 4.2.5).

3.7 SOCIOECONOMIC STATUS

There is limited evidence that increased risk to SO, exposure is associated with lower
SES (ISA section 4.2.5). Finkelstein et al. (2003) found that among people with below-median
income, the relative risk for above-median exposure to SO, was 1.18 (95% CI: 1.11, 1.26); the
corresponding relative risk among subjects with above-median income was 1.03 (95% CI: 0.83,
1.28). However, the ISA concludes that there is insufficient evidence to reach a conclusion

regarding SES and exposure to SO, at this time (ISA section 4.2.5).

3.8 NUMBER OF AT RISK INDIVIDUALS

Considering the size of the groups mentioned above, large proportions of the U.S.
population are likely to have a relatively high risk of experiencing SO,-related health effects. In
the United States, approximately 10% of adults and 13% of children have been diagnosed with
asthma. Notably, the prevalence and severity of asthma is higher among certain ethnic or racial
groups such as Puerto Ricans, American Indians, Alaskan Natives, and African Americans (ISA
for NOy, section 4.4). Furthermore, a higher prevalence of asthma among persons of lower SES

and an excess burden of asthma hospitalizations and mortality in minority and inner-city

July 2009 26



communities have been observed. In addition, population groups based on age comprise

substantial segments of individuals that may be potentially at risk for SO,-related health impacts.

Based on U.S. census data from 2000, about 72.3 million (26%) of the U.S. population are under

18 years of age, 18.3 million (7.4%) are under 5 years of age, and 35 million (12%) are 65 years

of age or older. There is also concern for the large segment of the population that is potentially

at risk to SO,-related health effects because of increased time spent outdoors at elevated

ventilation rates (those who work or play outdoors). Overall, the considerable size of the

population groups at risk indicates that exposure to ambient SO, could have a significant impact

on public health in the United States.

3.9 KEY OBSERVATIONS

The susceptibility of an individual to SO, can encompass a multitude of factors which
represent normal developmental phases (e.g., age) or biologic attributes (e.g., gender);
however, other factors (e.g., SES) may influence the manifestation of disease and also
increase an individual’s susceptibility.

Subpopulations may be vulnerable to SO, in response to an increase in their exposure
during certain windows of life (e.g., childhood or old age) or as a result of external
factors (e.g., SES) that contribute to an individual being disproportionately exposed to
higher concentrations than the general population.

In some cases specific factors may affect both the susceptibility and vulnerability of a
subpopulation to SO,.

The ISA concludes that individuals with pre-existing respiratory disease are likely at
greater risk than the general population of experiencing SO,-associated health effects.

Epidemiologic studies suggest that children and older adults may be at greater risk of
experiencing SO»-associated health effects. However, the evidence from controlled
human exposure studies suggests that adolescents are neither more nor less at risk than
adults.

People who spend extended periods of time outdoors and/or at elevated ventilation rates
are likely at increased risk of experiencing adverse health effects from SO, exposure.

Large proportions of the U.S. population are likely to be at increased risk of experiencing
SO,-related health effects. Thus, exposure to ambient SO, could have a significant
impact on public health in the United States
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4. INTEGRATION OF HEALTH EVIDENCE
4.1 INTRODUCTION

The ISA, along with its annexes, integrates newly available epidemiologic, human
clinical, and animal toxicological evidence with consideration of key findings and conclusions
from prior reviews to draw conclusions about the relationship between short- and long-term
exposure to SO, and numerous human health categories. For these health effects, the ISA
characterizes judgments about causality with a hierarchy (for discussion see ISA section 1.3.7)

that contains the following five levels:

e Sufficient to infer a causal relationship

o Sufficient to infer a likely causal relationship (i.e., more likely than not)

e Suggestive but not sufficient to infer a causal relationship

e Inadequate to infer the presence or absence of a causal relationship

e Suggestive of no causal relationship

The ISA notes that these judgments about causality are informed by a series of aspects of

causality that are based on those set forth by Sir Austin Bradford Hill in 1965 (ISA section
1.3.6). These aspects include strength of the observed association, availability of experimental
evidence, consistency of the observed association, biological plausibility, coherence of the
evidence, temporal relationship of the observed association, and the presence of an exposure-
response relationship. A summary of each of the five levels of the hierarchy is provided in Table

1-2 of the ISA, which has also been included below (Table 4-1).
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Table 4-1. Weight of evidence for causal determination.

RELATIONSHIP

DESCRIPTION

Causal relationship

Evidence is sufficient to conclude that there is a causal relationship
between relevant pollutant exposures and the health outcome. That is, a
positive association has been observed between the pollutant and the
outcome in studies in which chance, bias, and confounding could be ruled
out with reasonable confidence. Evidence includes, for example, controlled
human exposure studies; or observational studies that cannot be explain
by plausible alternatives or are supported by other lines of evidence (e.g.
animal studies or mechanism of action information). Evidence includes
replicated and consistent high-quality studies by multiple investigators.

Likely to be a causal
relationship

Evidence is sufficient to conclude that a causal relationship is likely to exist
between relevant pollutant exposures and the health outcome but
important uncertainties remain. That is, a positive association has been
observed between the pollutant and the outcome in studies in which
chance and bias can be ruled out with reasonable confidence but potential
issues remain. For example: a) observational studies show positive
associations but copollutant exposures are difficult to address and/or other
lines of evidence (controlled human exposure, animal, or mechanism of
action information) are limited or inconsistent; or b) animal evidence from
multiple studies, sex, or species is positive but limited or no human data
are available. Evidence generally includes replicated and high-quality
studies by multiple investigators.

Suggestive of a causal
relationship

Evidence is suggestive of a causal relationship between relevant pollutant
exposures and the health outcome, but is limited because chance, bias
and confounding cannot be ruled out. For example, at least one high-
quality study shows a positive association but the results of other studies
are inconsistent.

Inadequate to infer a causal
relationship

Evidence is inadequate to determine that a causal relationship exists
between relevant pollutant exposures and the health outcome. The
available studies are of insufficient quantity, quality, consistency or
statistical power to permit a conclusion regarding the presence or absence
of an association between relevant pollutant exposure and the outcome.

Suggestive of no causal
relationship

Evidence is suggestive of no causal relationship between relevant
pollutant exposures and the health outcome Several adequate studies,
covering the full range of levels of exposure that human beings are known
to encounter and considering sensitive subpopulations, are mutually
consistent in not showing a positive association between exposure and the
outcome at any level of exposure. The possibility of a very small elevation
in risk at the levels of exposure studied can never be excluded.

Considering the framework presented in Table 4-1, the ISA concludes that there is

sufficient evidence to infer a causal relationship between respiratory morbidity and short-term

exposure to SO, (ISA, section 5.2). The ISA bases this conclusion on the consistency,
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coherence, and plausibility of findings observed in controlled human exposure studies of 5-10
minutes, epidemiologic studies mostly using 24-hour average concentrations, and animal
toxicological studies using exposures of minutes to hours (ISA, section 5.2). The evidence of an
association between SO, exposure and other health categories is judged to be less convincing, at
most suggestive but not sufficient to infer a causal relationship. Key conclusions from the ISA

are summarized below and are described in greater detail in Table 5-3 of the ISA.

e Sufficient to infer a causal relationship:
0 Short-Term Exposure to SO, and Respiratory Morbidity
e Suggestive but not sufficient to infer a causal relationship:
0 Short-Term Exposure to SO, and Mortality
e Inadequate to infer the presence or absence of a causal relationship
0 Short-Term Exposure to SO, and Cardiovascular Morbidity;
0 Long-Term Exposure to SO, and Respiratory Morbidity;
0 Long-Term Exposure to SO, and Other Morbidity;
0 Long-Term Exposure to SO, and Mortality

The integrated health discussion in this chapter will focus on health effect categories for
which the ISA finds a causal or likely causal relationship, as these effect categories are the basis
for the potential health effect benchmarks and quantitative health risk assessment included in
Chapters 7 through 9 of this document. As a result, this chapter will present an integrated
discussion of the health evidence related to respiratory morbidity following short-term exposure
to SO,. This is because respiratory morbidity is the only health effect category found by the ISA
to have either a causal or likely causal association with SO,. The focus on health effect
categories with the strongest evidence for purposes of the quantitative evaluation is consistent
with prior NAAQS reviews, including the recent NO, REA. However, we note that other health
endpoints will be considered as part of the policy discussion in Chapter 10 and during the
rulemaking process.

In addition to an integrated discussion of the respiratory morbidity health evidence,

section 4.3 of this chapter will discuss whether SO,-associated health effects can reasonably be
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considered adverse. Briefly, this discussion will integrate: 1) respiratory morbidity health
evidence; 2) conclusions from previous NAAQS reviews regarding adversity of effect; 3) ATS
guidelines on what constitutes an adverse health effect of air pollution; and 4) CASAC views
regarding the impact of moderate decrements in lung function or respiratory symptoms on

individuals with pre-existing lung disease.

4.2 RESPIRATORY MORBIDITY FOLLOWING SHORT-TERM SO,
EXPOSURE

4.2.1 Overview
The ISA concludes that there is sufficient evidence to infer a causal relationship between

respiratory morbidity and short-term (5-minutes to 24-hours) exposure to SO, (ISA, section 5.2).
In large part, this determination is based on the results of controlled human exposure studies in
exercising asthmatics demonstrating a relationship between 5-10 minute peak SO, exposures and
decrements in lung function that are frequently accompanied by respiratory symptoms. In fact,
the ISA describes the controlled human exposure studies as being the “definitive evidence” for
its causal determination between short-term SO, exposure and respiratory morbidity (ISA,
section 5.2). In addition to the controlled human exposure evidence, the ISA finds supporting
evidence for its causal determination from a large body of epidemiologic studies observing
positive associations between ambient SO, levels and respiratory symptoms, as well as ED visits
and hospital admissions for all respiratory causes and asthma (ISA, section 5.2). An integrated
discussion of the controlled human exposure and epidemiologic evidence from the ISA is
presented below. In addition, section 4.2.3 discusses the effect of medication on SO;-induced

respiratory morbidity.

4.2.2 Integration of Respiratory Morbidity Health Evidence
As previously mentioned, the ISA’s finding of a causal relationship between respiratory

morbidity and short-term SO, exposure is based in large part on results from controlled human
exposure studies involving exercising asthmatics. In general, these studies demonstrate that
asthmatic individuals exposed to SO, concentrations as low as 200-300 ppb for 5-10 minutes
during exercise experience moderate or greater bronchoconstriction, measured as a decrease in
FEV, of > 15% or an increase in specific airway resistance (sRaw) of > 100% after correction for

exercise-induced responses in clean air (Bethel et al., 1983; Linn et al., 1983, 1984, 1987; 1988;
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1990; Magnussen et al., 1990; Roger et al., 1985; Gong et al., 1995; Trenga et al., 1999). In
addition, the ISA finds that among asthmatics, both the percentage of individuals affected, and
the severity of the response increases with increasing SO, concentrations. That is, at
concentrations ranging from 200-300 ppb, the lowest levels tested in free breathing chamber
studies® , 5-30% percent of exercising asthmatics experience moderate or greater decrements in
lung function (ISA, Table 3-1). At concentrations > 400 ppb, moderate or greater decrements in
lung function occur in 20-60% of exercising asthmatics, and compared to exposures at 200-300
ppb, a larger percentage of asthmatics experience severe decrements in lung function (i.e., >
200% increase in sRaw, and/or a > 20% decrease in FEV) (ISA, Table 3-1). Moreover, at SO,
concentrations > 400 ppb, moderate or greater decrements in lung function are frequently
accompanied by respiratory symptoms (e.g., cough, wheeze, chest tightness, shortness of breath)
(Balmes et al., 1987; Gong et al., 1995; Linn et al., 1983; 1987; 1988; 1990; ISA, Table 3-1).
Further analysis and discussion of the individual studies leading to the conclusions presented
above can be found in Sections 3.1.1 to 3.1.3.5 of the ISA.

Supporting the human clinical evidence is a relatively larger body of epidemiologic
studies published since the last review. In general, these studies observed positive associations
between ambient SO, concentrations and respiratory symptoms, as well as ED visits and
hospitalizations for all respiratory causes (particularly among children and older adults) and
asthma. Moreover, although copollutant adjustment had varying degrees of influence on the SO,
effect estimate in ED visit and hospitalization studies, the effect of SO, appeared to be generally
robust and independent of gaseous copollutants, including NO; (Anderson et al., 1998; Lin et al.,
2004a; Sunyer et al., 1997) and O; (Anderson et al., 1998; Hajat et al., 1999; Tsai et al., 2006;
Yang et al., 2003; 2005). With respect to potential confounding by PM;, the evidence of an
independent SO, effect on respiratory health was less consistent, with some positive associations
with ED visit and hospitalization results becoming negative (although the negative results were
not statistically significant) after inclusion of PM; in regression models (Galan et al., 2003;
Schwartz, 1995 [in New Haven, CT]; Tsai et al., 2006). However, several other ED visit and

hospitalization studies found the SO; effect estimate to be generally robust after inclusion of

3 The ISA cites one chamber study with intermittent exercise where healthy and asthmatic children were exposed to
100 ppb SO, in a mixture with ozone and sulfuric acid. The ISA notes that compared to exposure to filtered air,
exposure to the pollutant mix did not result in statistically significant changes in lung function or respiratory
symptoms (ISA section 3.1.3.4)
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PMy in regression models (Burnett et al., 1997; Hagen et al., 2000; Hajat et al., 1999; Schwartz,
1995 [in Tacoma, WAY]). Furthermore, in most (Van der Zee et al., 1999; Mortimer et al., 2002
and Schildcrout et al., 2006), but not all (Schwartz et al., 1994) studies of respiratory symptoms,
the SO, effect estimate remained robust and relatively unchanged after inclusion of PM; in
multipolutant models (although the effect estimate may have lost statistical significance). In
addition, SO,-effect estimates generally remained robust in the limited number of studies that
included PM, s and/or PM ., 5 in multipolutant models (Burnett et al., 1997; Ito et al., 2007; Lin
et al., 2003; NY DOH, 2006). Taken together, the ISA ultimately concludes that studies
employing multipollutant models suggest that SO, has an independent effect on respiratory
morbidity outcomes (ISA, section 5.2).

The ISA further characterizes the epidemiologic results of increases in respiratory
symptoms as well as increases in hospital admissions and ED visits as being consistent and
coherent. The evidence is consistent in that associations are reported in studies conducted in
numerous locations and with a variety of methodological approaches (ISA, section 5.2).
Epidemiologic results are coherent in that respiratory symptoms results from epidemiologic
studies with short-term (> 1-hour) exposures are generally in agreement with respiratory
symptom results from controlled human exposure studies of 5-10 minutes. However, the ISA
notes the differences in averaging times associated with respiratory effects in human exposure
and epidemiologic studies. That is, while adverse respiratory effects are observed following 5-
10 minute exposures in human clinical studies, the majority of positive respiratory results from
epidemiologic studies are associated with a 24-hour averaging time- the only averaging time
evaluated in the vast majority of these studies. As a potential explanation for the difference in
averaging times employed across study designs, the ISA suggests that it is possible that results
from epidemiologic studies are being driven, at least in part, by shorter-term peak SO,
concentrations (ISA section 5.2). More specifically, with respect to epidemiologic studies of
respiratory symptoms, the ISA states “that it is possible that these associations are determined in
large part by peak exposures within a 24-hour period” (ISA, section 5.2). Similarly, the ISA
states that the respiratory effects following peak SO, exposures in controlled human exposure
studies provides a basis for a progression of respiratory morbidity that could result in increased

ED visits and hospital admissions (ISA, section 5.2). Also, it should be noted there is
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epidemiologic evidence to suggest that shorter-term peak SO, concentrations can result in
adverse respiratory effects. That is, there are a relatively small number of epidemiologic studies
demonstrating positive associations between 1-hour daily maximum SO, concentrations and
respiratory symptoms, as well ED visits and hospitalizations (ISA, Tables 5-4 and 5-5). While
these studies are not limiting the exposure to a defined 1-hour period, they provide additional
evidence that the shorter term peaks result in adverse respiratory effects.

The ISA also finds that the respiratory effects of SO, are consistent with the mode of
action as it is currently understood from animal toxicological and human exposure studies (ISA,
section 5.2). The immediate effect of SO, on the respiratory system is bronchoconstriction. This
response is mediated by chemosensitive receptors in the tracheobronchial tree. Activation of
these receptors triggers central nervous system reflexes that result in bronchoconstriction and
respiratory symptoms that are often followed by rapid shallow breathing (ISA, section 5.2). The
ISA notes that asthmatics are likely more sensitive to the respiratory effects of SO, due to
preexisting inflammation associated with the disease. For example, pre-existing inflammation
may lead to enhanced release of inflammatory mediators, and/or enhanced sensitization of the
chemosensitive receptors (ISA, section 5.2).

Taken together, the ISA concludes that the controlled human exposure, epidemiologic,
and toxicological evidence support its determination of a causal relationship between respiratory
morbidity and short-term (5-minutes to 24-hours) exposure to SO,. Results from controlled
human exposure studies provide the definitive evidence for this conclusion, while supporting
evidence is found in numerous epidemiologic studies of respiratory symptoms and ED visits and
hospitalizations (ISA, section 5.2). The ISA further notes that both lines of evidence are

consistent with the SO, mode of action as it is currently understood (ISA, section 5.2).

4.2.3 Medication as an Effect Modifier
As mentioned above, the immediate effect of SO, on the respiratory system is

bronchoconstriction. Thus, we note that quick-relief and long-term-control asthma medications
have been shown to provide varying degrees of protection against SO,-induced
bronchoconstriction in mild and moderate asthmatics (ISA section 3.1.3.2 and Annex Table D-
1). More specifically, while no therapy has been shown to completely eliminate SO,-induced

respiratory effects in exercising asthmatics, some short- and long-acting asthma medications are
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capable of significantly reducing SO,-induced bronchoconstriction (Gong et al., 1996; 2001;
Koenig et al., 1987; Linn et al., 1990). However, the ISA notes that asthma is often poorly
controlled even among severe asthmatics due to inadequate drug therapy or poor compliance
among those who are on regular medication (Rabe et al., 2004). Moreover, the ISA also notes
that mild asthmatics, who constitute the majority of asthmatic individuals, are much less likely to
use asthma medication than asthmatics with more severe disease (O’Byrne, 2007; Rabe et al.,
2004). Therefore, the ISA finds that it is reasonable to conclude that all asthmatics (i.e., mild,
moderate, and severe), are at high risk of experiencing adverse respiratory effects from SO,

exposure (ISA section 3.1.3.2).

4.3 WHAT CONSTITUTES AN ADVERSE HEALTH IMPACT FROM SO,
EXPOSURE?

In making judgments as to when various SO, -related health effects become regarded as
adverse to the health of individuals, staff has relied upon the guidelines published by the
American Thoracic Society (ATS), conclusions from previous NAAQS reviews, and the advice
of CASAC. Taken together, staff concludes that for asthmatics, SO,-induced respiratory effects
are adverse. The rationale for this conclusion is presented below.

The ATS has previously defined adverse respiratory health effects as “medically
significant physiologic changes generally evidenced by one or more of the following: (1)
interference with the normal activity of the affected person or persons, (2) episodic respiratory
illness, (3) incapacitating illness, (4) permanent respiratory injury, and/or (5) progressive
respiratory dysfunction” (ATS 1985). The ATS has also recommended that transient loss in lung
function with accompanying respiratory symptoms, or detectable effects of air pollution on
clinical measures (e.g., medication use) be considered adverse (ATS 1985). We also note that
during the last O3 NAAQS review, the CD and Staff Paper indicated that for many people with
lung disease (e.g., asthma), even moderate decrements in lung function (e.g., FEV, decrements >
10% but < 20% and/or >100% increases in sRaw) or respiratory symptoms would likely interfere
with normal activities and result in additional and more frequent use of medication (EPA 2006,
EPA 2007e). In addition, CASAC has previously indicated that in the context of standard
setting, a focus on the lower end of the range of moderate functional responses is most

appropriate for estimating potentially adverse lung function decrements in people with lung
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disease (73 FR16463). Finally, we note that in the current SO, NAAQS review, clinicians on the
CASAC Panel again advised that moderate or greater decrements in lung function can be
clinically significant in some individuals with respiratory disease (CASAC transcripts, July 30-
31 2008, pages 211-213)

Considering the advice and recommendations described above, as well as key
conclusions in the ISA, staff finds that for asthmatics, SO,-induced respiratory effects are
adverse. Human exposure studies are described in the ISA as being the “definitive evidence” for
a causal association between short-term SO, exposure and respiratory morbidity (ISA, section
5.2). These studies have consistently demonstrated that exposure to SO, concentrations as low
as 200-300 ppb for 5-10 minutes can result in moderate or greater decrements in lung function,
evidenced by a >15% decline in FEV; and/or > 100% increase in sRaw in a significant
percentage of exercising asthmatics (see section 4.2.2). It is highly likely that these decrements
in lung function will result in increased medication use and a disruption of normal activities for a
significant percentage of these asthmatics. This expectation is supported by a number of human
exposure studies reporting that some exercising asthmatics required the use of medication to treat
the respiratory effects that followed a 5-10 minute SO, exposure (EPA 1994a). It is also
supported by CASAC views during the previous Os review that moderate declines in FEVcan be
clinically significant in some individuals (Henderson 2006). As an additional matter, we note
that human exposure studies have also reported that at SO, concentrations > 400 ppb, lung
function decrements (i.e., > 15% decline in FEV; and/or > 100% increase in sRaw) are
frequently accompanied by respiratory symptoms. Taken together, staff concludes that human
exposure studies demonstrate that adverse respiratory effects occur in exercising asthmatics
following 5-10 minute SO, exposures as low as 200 ppb. However, we also note that the
subjects participating in these exposure studies do not represent the most sensitive asthmatics
(i.e., severe asthmatics), and therefore, it is possible that adverse respiratory effects could occur
at lower SO, concentrations in these individuals.

Epidemiologic studies also indicate that adverse respiratory morbidity effects are
associated with SO,. In reaching the conclusion of a causal relationship between respiratory
morbidity and short-term SO, exposure, the ISA generally found positive associations between

ambient SO, concentrations and ED visits and hospitalizations for all respiratory causes and
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asthma (see section 4.2.2). Notably, ED visits and hospitalizations attributable to air pollution
are considered adverse effects under ATS guidelines. These studies also indicate that SO; is
associated with episodic respiratory illness and aggravation of respiratory diseases, which under
ATS guidance, would also be considered adverse effects of air pollution.

In 2000, the ATS published updated guidelines on what constitutes an adverse health
effect of air pollution (ATS, 2000). These guidelines expanded those released in 1985 (ATS
1985). Among other considerations, the 2000 guidelines stated that measurable negative effects
of air pollution on quality of life should be considered adverse (ATS 2000). These updated
guidelines also indicated that exposure to air pollution that increases the risk of an adverse effect
to the entire population is adverse, even though it may not increase the risk of any individual to
an unacceptable level (ATS 2000). For example, a population of asthmatics could have a
distribution of lung function such that no individual has a level associated with significant
impairment. Exposure to air pollution could shift the distribution to lower levels that still do not
bring any individual to a level that is associated with clinically relevant effects. However, this
would be considered adverse because individuals within the population would have diminished
reserve function, and therefore would be at increased risk if affected by another agent (ATS
2000).

The 2000 ATS guidelines further strengthen the conclusion that SO,-induced respiratory
effects are adverse. As previously mentioned, human clinical studies have consistently
demonstrated that SO, exposure can result in moderate or greater decrements in FEV, and sRaw
at levels as low as 200-300 ppb in a significant percentage of exercising asthmatics. Staff finds
that these results could reasonably indicate an SO,-induced shift in these lung function
measurements for this population. As a result, a significant percentage of exercising asthmatics
exposed to SO, concentrations as low as 200 ppb would have diminished reserve lung function
and would be at greater risk if affected by another respiratory agent (e.g., viral infection).
Importantly, diminished reserve lung function in a population that is attributable to air pollution
is an adverse effect under ATS guidance.

Staff finds multiple lines of evidence indicating that exposure to SO, concentrations at
least as low as 200 ppb can result in adverse respiratory effects. We note that this is in

agreement with CASAC comments offered on the first draft SO, REA. The CASAC letter to the
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Administrator states: “CASAC believes strongly that the weight of clinical and epidemiology

evidence indicates there are detectable clinically relevant health effects in sensitive

subpopulations down to a level at least as low as 0.2 ppm SO, (Henderson 2008).” Thus, when

examining the adequacy of the current and potential alternative standards (see Chapter 10), staff

finds it appropriate to consider the degree of protection these standards provide, or would

provide, against moderate or greater decrements in lung function and/or respiratory symptoms in

asthmatics at elevated breathing ventilation rates.

4.4 KEY OBSERVATIONS

The ISA concludes that there is sufficient evidence from human exposure, epidemiologic,
and toxicological studies to infer a causal relationship between respiratory morbidity and
short-term exposure to SO,

The ISA characterizes no other health endpoints as having a causal or likely causal
association with short or long-term exposure to SO,.

Human exposure studies demonstrate that at SO, concentrations ranging from 200-300
ppb, the lowest levels tested in free breathing chamber studies, 5-30% percent of
exercising asthmatics experience moderate or greater decrements in lung function (i.e., >
100% increase in sRaw, and/or a > 15% decrease in FEV)). At concentrations > 400 ppb,
moderate or greater decrements in lung function occur in 20-60% of exercising
asthmatics, and compared to exposures at 200-300 ppb, a larger percentage of asthmatics
experience severe decrements in lung function (i.e., > 200% increase in sRaw, and/or a >
20% decrease in FEV)).

At SO; concentrations > 400 ppb, moderate or greater decrements in lung function are
frequently accompanied by respiratory symptoms.

In general, epidemiologic studies observed positive associations between ambient SO,
concentrations and respiratory symptoms, as well as ED visits and hospitalizations for all
respiratory causes and asthma. In studies using multipollutant models, the effects of SO,
were generally independent of effects of other ambient air pollutants

No medication regimen has been shown to completely eliminate SO,-induced respiratory
effects in exercising asthmatics.

Staff finds multiple lines of evidence indicating that SO, exposure can result in
respiratory effects that can reasonably be considered adverse to the health of asthmatics.
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5. SELECTION OF POTENTIAL ALTERNATIVE STANDARDS
FOR ANALYSIS

5.1 INTRODUCTION

The primary goals of the SO, risk and exposure assessment described in this document
are to estimate short-term exposures and potential human health risks associated with 1) recent
levels of ambient SO;; 2) SO; levels associated with just meeting the current standards; and 3)
SO, levels associated with just meeting potential alternative standards. This section presents the
rationale for the selection of the potential alternative standards that are assessed in the
quantitative analyses discussed in Chapters 7 through 9. These potential alternative standards are

defined in terms of indicator, averaging time, form, and level.

5.2 INDICATOR
The SOy include multiple gaseous (e.g., SO,, SO3) and particulate (e.g., sulfate) species.

In considering the appropriateness of different indicators, we note that the health effects
associated with particulate species of SOy have been considered within the context of the health
effects of ambient particles in the Agency’s review of the PM NAAQS. Thus, as discussed in
the Integrated Review Plan (2007a), the current review of the SO, NAAQS is focused on the
gaseous species of SOy and will not consider health effects directly associated with particulate
species of SOx. Of the gaseous species, EPA has historically determined it appropriate to specify
the indicator of the standard in terms of SO, because other gaseous sulfur oxides (e.g., SO3) are
likely to be found at concentrations many orders of magnitude lower than SO; in the atmosphere,
and because most all of the health effects evidence and exposure information is related to SO,.
The final ISA has again found this to be the case. Therefore, staff concluded that SO, remains

the most appropriate indicator for the alternative standards that are analyzed in this document.

5.3 AVERAGING TIME

Staff concluded that the most robust evidence for SO,-induced respiratory morbidity
exists for exposure durations < 1-hour. The strongest evidence for this conclusion comes from
controlled human exposure studies that have consistently demonstrated that exposure to SO, for
5-10 minutes can result in significant bronchoconstriction and/or respiratory symptoms in

exercising asthmatics (see section 4.2). In fact, the ISA describes the controlled human exposure

July 2009 39



studies as being the “definitive evidence” for its causal determination between SO, exposure and
short-term respiratory morbidity (ISA, section 5.2). In addition to these controlled human
exposure studies, there is a relatively small body of epidemiologic evidence describing positive
associations between 1-hour maximum SO, levels and respiratory symptoms as well as hospital
admissions and ED visits for all respiratory causes and asthma (ISA, Tables 5.4 and 5.5). In
addition to the epidemiologic evidence for effects related to the 1-hour maximum concentration
in a 24-hour period, there is a considerably larger body of epidemiologic studies reporting
associations between 24-hour average SO, levels and respiratory symptoms, as well as
hospitalizations and ED visits; however, the ISA notes that it is possible that associations
observed in these 24-hour studies are being driven, at least in part, by short-term SO, peaks of
duration < 24-hours. More specifically, when describing epidemiologic studies observing
associations between ambient SO, and respiratory symptoms, the ISA states “that it is possible
that these associations are determined in large part by peak exposures within a 24-hour period”
(ISA, section 5.2). The ISA also states that the respiratory effects following peak SO, exposures
in controlled human exposure studies provides a basis for a progression of respiratory morbidity
that could result in increased ED visits and hospital admissions (ISA, section 5.2). It should also
be noted that epidemiologic studies conducted in Paris, France (Dab et al., 1996) and in
Manhattan and Bronx, NY (NY DOH, 2006) used both 24-hour average and 1-hour daily
maximum air quality levels and found similar effect estimates with regard to hospital admissions
for all respiratory causes (Dab et al., 1996) and asthma ED visits (NY DOH, 2006). Finally, in
addition to the controlled human exposure and epidemiologic evidence, the ISA describes key
toxicological studies with exposures ranging from minutes to hours resulting in decrements in
lung function, airway inflammation, and/or hyperresponsiveness in laboratory animals (ISA,
Table 5-2).

The scientific evidence described above suggests that at a minimum, averaging time(s)
selected for further risk and exposure analyses should address respiratory effects associated with
SO, exposures of < 1-hour. We note that analyses conducted in the ISA demonstrate that at
monitors measuring all twelve 5-minute SO, levels in an hour (n=16), there is a high Pearson
correlation between the 5-minute maximum level and the corresponding 1-hour average SO,

concentration, with only one monitor observing a correlation < 0.9 (ISA, section 2.5.2; ISA,
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Table 2-12). Thus, for the purpose of conducting quantitative exposure and risk analyses, staff
concluded that the focus should be on potential alternative SO, standards with an averaging time
of 1-hour. Staff believes that alternative standards with an averaging time of 1-hour will limit
both 5-minute peak concentrations within an hour, as well as other peak SO, concentrations (> 1-
hour) that are likely in part, driving the respiratory outcomes described in epidemiologic studies.

Staff also considered examining alternative 5-minute standards in the risk and exposure
assessment, but concluded for several reasons that such an analysis would be of questionable
utility in the decision-making process. We note that EPA historically conducts air quality,
exposure, and risk analyses of alternative standards by adjusting measured, not modeled air
quality data. This is an issue in evaluating alternative 5-minute standards for SO, because there
were, and continue to be relatively few locations reporting 5-minute SO, concentrations. As
described in Appendix A, from 1997-2007, there were a total of 98 monitors in 13 states and the
District of Columbia measuring maximum 5-minute SO, concentrations in an hour. In
comparison, there were 933 monitors in 49 states, the District of Columbia, Puerto Rico and the
Virgin Islands measuring 1-hour SO, concentrations. Moreover, it is important to consider that
those monitors reporting 5S-minute concentrations do not represent data from a dedicated 5-
minute monitoring network, but rather a voluntary submission of 5-minute values from monitors
placed for the purpose of evaluating attainment of 24-hour and annual average SO, NAAQS.
Thus, staff has little confidence that this limited set of data, from monitors sited for a different
purpose, can provide the input required for a comprehensive air quality, exposure, and risk
analysis of a much shorter averaging time standard. In fact, given the spatial heterogeneity of 5-
minute peaks, and the aforementioned issues with monitor siting, staff is not confident (based on
5-minute monitoring data alone) that even in the 13 locations reporting 5-minute concentrations,
that those reported values adequately reflect the extent to which 5-minute peaks are occurring in
those areas.

While we have chosen to evaluate alternative 1-hour averaging time standards in the air
quality, exposure, and risk chapters of this document, this choice did not preclude the possibility
of considering 5-minute standards as part of the policy assessment discussion in Chapter 10, or

during the rulemaking process. Consideration of potential alternative 5-minute standards could
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be based on evidence-based considerations, drawn from the discussion of the scientific evidence

related to 5-10 minute exposures from the ISA, and presented below in Chapter 10.

5.4 FORM
Staff recognizes that the adequacy of the public health protection provided by a 1-hour

daily maximum potential alternative standard will be dependent on the combination of form and
level (see section 5.5). It is therefore important that the particular form selected for a 1-hour
daily maximum potential alternative standard reflect the nature of the health risks posed by
increasing SO, concentrations. That is, the form of the standard should reflect results from
human exposure studies demonstrating that the percentage of asthmatics affected, and the
severity of the respiratory response (i.e., decrements in lung function, respiratory symptoms)
increases as SO, concentrations increase (see section 4.2.2). Taking this into consideration, staff
concluded that a concentration-based form is more appropriate than an exceedance-based form.
This is because a concentration-based form averaged over three years (see below) would give
proportionally greater weight to 1-hour daily maximum SO, concentrations that are well above
the level of the standard, than to 1-hour daily maximum SO, concentrations that are just above
the level of the standard. In contrast, an expected exceedance form would give the same weight
to 1-hour daily maximum SO, concentrations that are just above the level of the standard, as to
1-hour daily maximum SO, concentrations that are well above the level of the standard.
Therefore, a concentration-based form better reflects the continuum of health risks posed by
increasing SO, concentrations (i.e., the percentage of asthmatics affected and the severity of the
response increases with increasing SO, concentrations). Concentration-based forms also provide
greater regulatory stability than a form based on allowing only a single expected exceedance.
Staff also recognizes that it is important to have a form that achieves a balance between
limiting the occurrence of peak concentrations and providing a stable and robust regulatory
target. The most recent review of the PM NAAQS (completed in 2006) judged that using a 98"
percentile form averaged over 3 years provides an appropriate balance between limiting the
occurrence of peak concentrations and providing a stable regulatory target (71 FR 61144). In
that review, staff also considered other forms within the range of the 95" to the 99" percentiles.
In making recommendations regarding the form, staff considered the impact on risk of different

forms, the year-to-year stability in the air quality statistic, and the extent to which different forms
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of the standard would allow different numbers of days per year to be above the level of the
standard in areas that achieve the standard. Based on these considerations, staff recommended
either a 98" percentile form or a 99" percentile form. We have made similar judgments in
selecting appropriate forms for the potential alternative 1-hour daily maximum SO, standards
assessed in this REA. As a result of these judgments, we decided to consider both 98™ and 99
percentile SO, concentrations, averaged over 3 years. We have judged that the 98" and 99"
percentile, when combined with the selected range of alternative levels of a 1-hour daily
maximum standard (see below), will likely offer a sufficient range of options to balance the
objective of providing a stable regulatory target against the objective of limiting the occurrence
of peak 5-minute concentrations.

Notably, for a given 1-hour standard level, staff’s initial judgment is that a 99" percentile
form will be appreciably more protective against 5-minute peaks than a g™ percentile form.
Staff finds this is likely the case because compared to a standard with a 9g'™h percentile form, a
standard with a 99" percentile form (at the same level) will limit a greater number of peak 1-hour
concentrations, and thus, a greater number of peak 5-minute concentrations. Therefore, all
potential alternative standard levels (see section 5.5) were assessed with a 99™ percentile form in
the air quality, exposure and risk analyses. However, as a comparison between forms, one
alternative standard level was examined with a 98™ percentile form in the exposure and risk
analyses, and two alternative standard levels were examined with a 98" percentile form in the air

quality analysis.

5.5 LEVEL

When considering the appropriate range of levels for alternative 1-hour daily maximum
standards to analyze in the exposure and risk analyses, staff examined both the controlled human
exposure and epidemiologic evidence evaluated in the ISA. Controlled human exposure
evidence demonstrates that there is a continuum of SO,-related health effects following 5-10
minute peak SO, exposures in exercising asthmatics. That is, the ISA finds that the percentage
of asthmatics affected and the severity of the response increases with increasing SO,
concentrations. At concentrations ranging from 200-300 ppb, approximately 5-30% percent of
exercising asthmatics are likely to experience moderate or greater bronchoconstriction (ISA,

Table 3-1). At concentrations > 400 ppb, moderate or greater bronchoconstriction occurs in
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approximately 20-60% of exercising asthmatics, and compared to exposures at 200-300 ppb, a
larger percentage of subjects experience severe bronchoconstriction (ISA, Table 3-1). Moreover,
at concentrations > 400 ppb, moderate or greater bronchoconstriction was frequently
accompanied with respiratory symptoms (ISA, Table3-1).

In addition to the controlled human exposure evidence, we also considered the
epidemiologic evidence, as well as an air quality analysis conducted by staff characterizing 1-
hour daily maximum SO, air quality levels in cities and time periods corresponding to key U.S.
and Canadian ED visit and hospital admission studies for all respiratory causes and asthma* (key
studies are identified in Table 5-5 of the ISA). Figures 5-1 to 5-5 show standardized effect
estimates and the 98™ and 99" percentile 1-hour daily maximum SO, levels for locations and
time periods corresponding to these key U.S. (Figures 5-1 to 5-4) and Canadian’ (Figure 5-5)
studies. In general, staff concluded that the results presented in these figures demonstrate that
most of these epidemiologic studies show positive, although frequently not statistically
significant associations with SO,. Furthermore, we concluded that Figures 5-1 to 5-5
demonstrate that positive effect estimates, including some that are statistically significant, are
found in locations that span a broad range of 98™ and 99" percentile 1-hour daily maximum SO,
concentrations (98th percentile range: 19- 401 ppb; 99 percentile range: 21-457 ppb). Thus,
staff decided to utilize the 1-hour daily maximum air quality data presented in these figures to
help inform both the upper and lower ranges of alternative SO, standards for analysis in this

REA (see Chapters 7-9).

* Authors of relevant U.S. and Canadian studies were contacted and air quality statistics from the study monitor that
recorded the highest SO, levels were requested. In some cases, U.S. authors provided the AQS monitor IDs used in
their studies and the statistics from the highest reporting monitor were calculated by EPA. In cases where U.S.
authors were unable to provide the requested data (Schwartz 1995, Schwartz 1996, and Jaffe 2003), EPA identified
the maximum reporting monitor from all monitors located in the study area and calculated the 98™ and 99"
percentile statistics (see Thompson and Stewart 2009).

> The Canadian statistics presented in Figure 5-5 were calculated from a data set provided by Dr. Richard Burnett
and were used for all relevant single city studies on which he was an author. Note that air quality statistics presented
for Canadian studies are likely not directly comparable to those presented for U.S. studies. This is because SO,
concentrations presented for Canadian studies represent the 98" and 99™ percentile 1-hour daily maximum SO,
concentrations across a given city, rather than concentrations from the single monitor that recorded the highest 98"
and 99™ percentile SO, levels in a given city (see Thompson and Stewart, 2009).

July 2009 44



24-hour effect estimates

1-hour effect estimates

% N A
/ EDRE [
25 T
Wilson 2005 Wilson 2005
Manchester EDRE Portland
20 + 1-hr 99: 69 1-hr 99: 47
1-hr 98: 59 1-hr 98: 36
15 T EDRW r
% EDRA Tolbert 2007
4 Atlanta
@ 10 T EDRC 1-hr 99: 76
g 1-hr 98: 62
w "
- EDRA EDRW
§ 514 EDRC EDRA
5 EDRA
n. +
; S
Peel 2005
5+ Atlanta
1-hr 99: 81
1-hr98:70
-10 T
-15
Legend:
EDRA: ED visits for all respiratory causes- all ages
EDRC: ED visits for all respiratory causes- children
EDRW: ED visits for all respiratory causes- ages 15-64
EDRE: ED visits for all respiratory causes- ages 65+

Figure 5-1. Effect estimates for U.S. all respiratory ED visit studies and associated 98™ and 99"
percentile 1-hour daily maximum SO, levels.
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Figure 5-2. 24-hour effect estimates for U.S. asthma ED visit studies and associated 98" and 99"
percentile 1-hour daily maximum SO, levels.
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Figure 5-3. 1-hour effect estimates for U.S. asthma ED visit studies and associated 98" and 99"
percentile 1-hour daily maximum SO, levels.
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24-hour effect estimates
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Figure 5-4. 24-hour effect estimates for U.S. hospitalization studies and associated 98" and 99"
percentile 1-hour daily maximum SO, levels.®

8 There were no key U.S. hospitalization studies with 1-hour effect estimates identified in Table 5-5 of the ISA
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HAAB: Hospital admissions for asthma- boys ages 6-12

HAAG: Hospital admissions for asthma- girls ages 6-12

Figure 5-5. Effect estimates for Canadian ED visits and hospitalization studies and associated 98"
and 99" percentile 1-hour daily maximum SO; levels.

The highest 98" and 99" percentile 1-hour daily maximum air quality levels were found
in analyses conducted in the cities of Cincinnati (Figure 5-2), Cleveland (Figures 5-2 and 5-4)
and New Haven (Figure 5-4). These studies showed positive associations’ with respiratory-
related hospital admissions or ED visits during time periods when 98™ and 99" percentile 1-hour
daily maximum SO; concentrations ranged from 126 ppb to 457 ppb. Notably, this range of 1-
hour daily maximum SO; levels overlaps considerably with 5-10 minute SO, concentrations (=
200 ppb) that have consistently been shown in controlled human exposure studies to result in
lung function responses in exercising asthmatics. Of particular concern are the air quality levels
that were found in Cincinnati (Jaffe et al., 2003). The 98™ and 99" percentile 1-hour daily
maximum SO, concentrations were in excess of 400 ppb. Levels > 400 ppb have consistently

been shown in human exposure studies to result in moderate or greater bronchoconstriction in the

’ Results in Cincinnati (Jaffe et al., 2003) and New Haven (Schwartz et al., 1996) were statistically significant.
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presence of respiratory symptoms in a considerable percentage of exercising asthmatics. As a
result, staff decided to analyze alternative standard levels up to 250 ppb. We concluded that a
98™ or 99™ percentile 1-hour daily maximum standard at this level had the potential to
substantially limit the number of days when the 1-hour daily maximum SO, concentration is >
200 ppb, while also potentially limiting the number of 5-10 minute SO, peaks > 400 ppb.

In selecting the lower end of the range of alternative standards to be analyzed, staff again
considered controlled human exposure and epidemiologic evidence. However, with regard to the
controlled human exposure evidence, several additional factors were considered. First, we
considered that the subjects in human exposure studies do not represent the most SO, sensitive
asthmatics; that is, these studies included mild and moderate, but not severe asthmatics. Also,
while human clinical studies have been conducted in adolescents, younger children have not
been included in these exposure studies, and thus, it is possible asthmatic children represent a
population that is more sensitive to the respiratory effects of SO, than the individuals who have
been examined to date. Moreover, we considered that approximately 5-30% of asthmatics who
engaged in moderate or greater exertion experienced bronchoconstriction following exposure to
200-300 ppb SO,, which are the lowest levels tested in free breathing chamber studies (ISA,
Table 3-1). Thus, we concluded that it was highly likely that a subset of the asthmatic
population would also experience bronchoconstriction following exposure to levels lower than
200 ppb.

As an additional consideration, we noted that Figure 5-5 contains two epidemiologic
analyses observing positive associations between ambient SO, concentrations and hospital
admissions in Canadian cities when 99" percentile 1-hour daily maximum SO, levels were < 47
ppb. More specifically, positive associations between SO, and hospital admissions were found
in Toronto, (Burnett al., 1997) and Vancouver (Yang et. al., 2003) when 99" percentile 1-hour
daily maximum SO, levels were approximately 21 ppb and 41 ppb, respectively. However, as
previously noted, the 99 percentile 1-hour daily maximum SO; concentrations reported for
Canadian studies are not directly comparable to those reported for U.S. studies. That is, the
concentrations reported for Canadian studies represent the average 98™ or 99" percentile 1-hour
daily maximum levels across multiple monitors in a given city (Figure 5-5), rather than 98" or

99™ percentile concentrations from the single monitor that recorded the highest SO, levels
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(Figures 5-1 to 5-4; see Thompson and Stewart, 2009). As a result, the SO, concentrations
presented in Figure 5-5 for Canadian studies would be relatively lower (potentially significantly
lower) than those levels presented in Figures 5-1 to 5-4 for U.S. epidemiologic studies. In
addition to these Canadian studies, we also noted that a U.S. study, Delfino et al. (2003),
observed a statistically significant association between ambient SO, and respiratory symptoms in
Hispanic children when the 1-hour daily maximum SO, concentration in Los Angeles was 26
ppb (ISA Table 5-4). However, this epidemiologic study was very small (n=22), and did not
examine potential confounding by co-pollutants. Thus, staff concluded that these three studies
alone do not provide sufficient evidence for considering alternative 1-hour daily maximum SO,
standards below 50 ppb.

Staff noted that numerous studies reported positive associations between ambient SO,
and hospital admissions and ED visits in cities and time frames when 98™ and/or 99" percentile
1-hour daily maximum SO, concentrations ranged from approximately 50 to 100 ppb (Figures 5-
1 to 5-5). Moreover, although most of these positive effect estimates were not statistically
significant, there were some statistically significant results in single pollutant models (Portland,
Wilson, 1995; Bronx, NYDOH, 2006; NYC, Ito, 2006; and Schwartz, 1995), as well as some
evidence of statistically significant associations in multi-pollutant models with PM® (Bronx,
NYDOH, 2006 and NYC, Ito, 2007). Given these epidemiologic and air quality results, as well
as the considerations mentioned above regarding the controlled human exposure evidence, staff
concluded it was appropriate to examine a range of alternative standards in the air quality,
exposure, and risk analyses that include a level of 50 ppb as the lower bound. We judged that a
98™ or 99" percentile 1-hour daily maximum standard at this level would both limit the number
of days when 1-hour daily maximum SO, levels are > 50 ppb, while also limiting 5-10 minute
peaks of SO, > 100 ppb. Moreover, we noted that a level of 50 ppb is substantially below the
98™ and 99™ percentile 1-hour daily maximum SO, levels observed in the Bronx during the

NYDOH analysis and in NYC during the period analyzed by Ito et al., (2006): two studies where

¥ In the NYDOH study (2006), the Bronx positive effect estimate remained statistically significant in the presence of
PM, ;s InIto et al., (2007), the NYC positive effect estimate was statistically significant in the presence of PM, s
during the warm season. We also note that in Schwartz et al., (1995), the positive effect estimate in New Haven, but
not Tacoma remained statistically significant in the presence of PM;, when the 99" percentile 1-hour daily
maximum SO, concentration in New Haven was 150 ppb.
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the SO, effect estimate remained robust and statistically significant in multi-pollutant models

with PM, s (ISA, Table 5-5).

5.6 KEY OBSERVATIONS

Staff concluded that SO, remains the most appropriate indicator for the potential
alternative standards to be analyzed in the air quality, exposure, and risk analyses
described in this document.

For the purpose of conducting quantitative air quality, exposure, and risk analyses, staff
concluded that the focus should be on potential alternative SO, standards with an
averaging time of 1-hour.

Staff also considered examining alternative 5-minute standards in the risk and exposure
assessment, but concluded that there was insufficient data to do so. However, this did not
preclude the possibility of considering 5-minute standards as part of the policy
assessment discussion in Chapter 10, or during the rulemaking process.

With regard to the form of the potential alternative standards to be analyzed in the air
quality, exposure, and risk analyses, staff concluded that it was appropriate to consider
the annual 98™ and 99" percentile SO, concentrations averaged over a 3 year period.
Staff found that a concentration-based form better reflected the continuum of health risks
posed by increasing SO, concentrations, and provided greater regulatory stability than a
form based on allowing only a single expected exceedance.

Based on findings from controlled human exposure and epidemiologic studies, and
evaluation of air quality information from key U.S. and Canadian studies of ED visits and
hospitalizations, staff concluded that it was appropriate to examine alternative 1-hour
daily maximum standards in the air quality, exposure, and risk analyses in the range of
50-250 ppb.
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6. OVERVIEW OF RISK CHARACTERIZATION AND
EXPOSURE ASSESSMENT

6.1 INTRODUCTION

The assessments presented in the subsequent chapters of this document characterize
short-term exposures (i.e., S-minutes) and potential health risks associated with: (1) recent
ambient levels of SO, (2) levels associated with just meeting the current SO, NAAQS, and (3)
levels associated with just meeting several potential alternative standards (see Chapter 5 of this
document for the discussion of potential alternative standards). To characterize health risks, we
employed three approaches (Figure 6-1). With each approach, we characterize health risks
associated with the air quality scenarios mentioned above (i.e., recent air quality unadjusted, air
quality adjusted to simulate just meeting the current standards, and air quality adjusted to
simulate just meeting several potential alternative standards). In the first approach, SO, air
quality levels are compared to potential health effect benchmark values (see section 6.2) derived
from the controlled human exposure literature (Chapter 7). In the second approach, modeled
estimates of human exposure are compared to the same potential health effect benchmark values
derived from the human exposure literature (Chapter 8). In the third approach, outputs from the
exposure analysis are combined with exposure-response functions derived from the human
clinical literature to estimate the number and percent of exposed asthmatics that would
experience moderate or greater lung function responses under the different air quality scenarios
(Chapter 9). A more detailed overview of each of these approaches to characterizing health risks
is provided below (section 6.3), and each approach is described in more detail in their respective
chapters and associated appendices. In addition, this chapter also describes important
methodologies used throughout these analyses. This includes the approach used to estimate 5-
minute SO, concentrations from 1-hour data (section 6.4), how recent air quality was adjusted to
simulate alternative air quality standards scenarios (section 6.5), and an overview of how

uncertainty was characterized in each of the analyses performed (section 6.6).
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Evaluation of Human Clinical
Evidence in the ISA
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Figure 6-1. Overview of analyses addressing exposures and risks associated with 5-minute peak
SO, exposures. All three outputs are calculated considering current air quality, air
quality just meeting the current standards, and air quality just meeting potential
alternative standards. Note: this schematic was modified from Figure 1-1.

6.2 POTENTIAL HEALTH EFFECT BENCHMARK LEVELS

Potential health benchmark values used in the air quality, exposure, and risk analyses
were derived solely from the human exposure literature. This is primarily because
concentrations used in human clinical studies represent actual personal exposures rather than
concentrations measured at fixed site ambient monitors. In addition, human exposure studies can
examine the health effects of SO, in the absence of co-pollutants that can confound results in
epidemiological analyses; thus, health effects observed in clinical studies can confidently be
attributed to a defined exposure level of SO,.

The ISA presents human exposure evidence demonstrating decrements in lung function

in approximately 5-30% of exercising asthmatics exposed to 200-300 ppb SO, for 5-10 minutes.
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However, it is important to note: (1) subjects in human exposure studies do not include
individuals who may be most susceptible to the respiratory effects of SO,, (e.g., severe
asthmatics and children) and (2) given that 5-30% of exercising asthmatics experienced
bronchoconstriction following exposure to 200-300 ppb SO, (the lowest levels tested in free-
breathing chamber studies), it is likely that a percentage of asthmatics would also experience
bronchoconstriction following exposure to levels lower than 200 ppb. That is, there is no
evidence to suggest that 200 ppb represents a threshold level below which no adverse respiratory
effects occur. We also noted that small SO,-induced lung function decrements have been
observed in asthmatics at concentrations as low as 100 ppb when SO; is administered via
mouthpiece’ (ISA, section 3.1.3). Considering this information, staff concluded it was
appropriate to examine potential 5-minute benchmark values in the range of 100-400 ppb. The
lower end of the range considers the factors mentioned above, while the upper end of the range
recognizes that 400 ppb represents the lowest concentration at which statistically significant
decrements in lung function are seen in conjunction with statistically significant respiratory
symptoms. Moreover, we note that this range of benchmark values is in general agreement with
consensus CASAC comments on earlier drafts of this document.

As an additional matter, we note that in the outputs of the air quality and exposure
analyses (see section 6.3), staff considered the number of days with a 5-minute maximum SO,
concentration above benchmark levels rather than all 5-minute exceedances of benchmark levels
in a given day. This is because human exposure studies have suggested that after an initial SO,
exposure, there is approximately a 5-hour period of time when asthmatics are less sensitive to
subsequent SO, challenges (ISA, section 3.1.3.2). As a result, there is uncertainty as to whether
an additional SO, exposure(s) on a given day would be associated with an additional adverse
respiratory outcome(s) (i.e., moderate decrements in lung function and/or respiratory symptoms).

On the other hand, we recognize that not counting multiple exceedances in a day could possibly

? Studies utilizing a mouthpiece exposure system cannot be directly compared to studies involving freely breathing
subjects, as nasal absorption of SO, is bypassed during oral breathing, thus allowing a greater fraction of inhaled
SO, to reach the tracheobronchial airways. As a result, individuals exposed to SO, through a mouthpiece are likely
to experience greater respiratory effects from a given SO, exposure. In addition, the two mouthpiece studies cited in
the ISA as exposing exercising asthmatics to 100 ppb SO, (Koenig et al., 1990 and Sheppard et al., 1981) had a
small number of exposures at this concentration (e.g., Sheppard et al., exposed two subjects to 100 ppb SO,) and
observed very small changes in FEV, or sRaw. Nonetheless, these studies do provide very limited evidence for
SO,-induced respiratory effects at 100 ppb.
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lead to an underestimate in the number of asthmatics experiencing an SO, concentration above a
benchmark level, and thus, an adverse respiratory outcome. Therefore, there is further
discussion and/or analysis of this topic and its relevance to uncertainty in each of the air quality,

exposure, and risk analysis outputs (see sections 7.4, 8.11 and 9.3).

6.3 APPROACHES FOR ASSESSING EXPOSURE AND RISK
ASSOCIATED WITH 5-MINUTE PEAK SO, EXPOSURES

In the first approach (i.e., the air quality characterization), we have compared SO, air
quality with the potential health effect benchmark levels for SO,. Scenario-driven air quality
analyses were performed using ambient SO, concentrations for the years 1997 though 2006. All
U.S. monitoring sites where 1-hour SO, data have been collected are represented by this analysis
and, as such, the results generated are considered a broad characterization of national air quality
and potential human exposures that might be associated with these concentrations.'’ The output
of the air quality characterization is an estimate of the number of exceedances of the potential
health effect benchmark levels for several air quality scenarios. An advantage of this approach is
its relative simplicity; however, there is uncertainty associated with the assumption that SO, air
quality can adequately serve as an indicator of exposure to ambient SO,. Actual exposures will
be influenced by factors not considered by this approach, such as the spatial and temporal
variability in human activities.

In the second approach (i.e., the exposure assessment), we have used an inhalation
exposure model to generate estimates of personal SO, exposures. The estimates of personal
exposure have also been compared to the potential health benchmark levels as was done in the
air quality characterization. This results in estimates of the number of individuals that are likely
to experience exposures exceeding these benchmark levels. For this exposure analysis, a
probabilistic approach was used to model individual exposures considering the time people
spend in different microenvironments and the variable SO, concentrations that occur within these
microenvironments across time, space, and microenvironment type. The exposure model also
accounts for activities that individuals perform within the microenvironments, allowing for

estimation of exposures that coincide with varying activity levels. As such, this approach to

' Two additional subsets of the broader SO, monitoring network were also used in detailed analyses, thus by
definition are not representative of the full set of monitors in the U.S.
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assessing exposures was more resource intensive than evaluating ambient air quality; therefore,
staff has included the analysis of two specific locations in the U.S. (Greene County, MO. and St.
Louis, MO.)!" Although the geographic scope of this analysis is restricted, the approach
provides realistic estimates of SO, exposures, particularly those exposures associated with
important emission sources of SO, and serves to complement the broad air quality
characterization.

Staff used a range of short-term potential health effect benchmarks to characterize risk in
both the air quality and the exposure modeling analyses described above. The levels of potential
benchmarks are based on SO, exposure levels that have been associated with respiratory
symptoms and decrements in lung function in exercising asthmatics during controlled human
exposure studies (ISA, section 5.2; see above section 6.2 for discussion). Benchmark values of
100, 200, 300, and 400 ppb have been compared to both SO, air quality (measured and modeled
5-minute SO, concentrations) and to estimates of SO, exposures. In characterizing the SO, air
quality using ambient monitors, the output of the analysis is an estimate of the number of days
per year specific locations experience 5S-minute daily maximum levels of SO, above a particular
benchmark. When personal exposures are simulated, the output of the analysis is an estimate of
the number of individuals at risk for experiencing daily maximum 5-minute levels of SO, of
ambient origin that exceed a particular benchmark.

In the third approach (i.e., the quantitative risk assessment), we combine outputs from the
exposure analysis with exposure-response functions derived from controlled human exposure
studies. This analysis estimates the percentage and number of asthmatics likely to experience a
given decrement in lung function associated with recent air quality and SO, levels adjusted to
simulate just meeting the current and potential alternative standards. Staff concluded that it was
appropriate to limit the scope of the quantitative risk assessment to lung function responses based
on findings from the controlled human exposure studies and the basis for this decision is

described below.

"'In the 1* draft REA, staff presented the results of an exposure analysis for Greene County (or Springfield, MO.)
and several other source-based modeling domains in Missouri. Based on CASAC comments received on that
exposure analysis, staff refined the modeling approach and applied those refinements to the Greene County analysis
presented in the 2" draft REA and completed the exposure assessment in St. Louis which had been started at the
time of the 1*' draft REA.

July 2009 57



As discussed above in Chapter 4, the ISA concludes that the overall weight of the
evidence supports a causal relationship between short-term SO, exposure and respiratory
morbidity. The ISA states that the “definitive evidence” for its causal determination is from
controlled human exposure studies demonstrating decrements in lung function and/or respiratory
symptoms in exercising asthmatics exposed to > 200 ppb SO, (ISA, section 5.2). The ISA
further notes that supporting this causal determination is a larger body of U.S and international
epidemiological studies examining respiratory symptoms and ED visits and hospitalizations for
all respiratory causes and asthma (ISA, section 5.2).

As previously described, staff is utilizing both the epidemiological evidence in the ISA,
and an air quality analysis based on U.S. and Canadian ED visit and hospitalization studies for
all respiratory causes and asthma (Figures 5-1 to 5-5), to qualitatively inform: (1) the selection of
potential 1-hour daily maximum alternative standards to be analyzed in the air quality, exposure,
and risk chapters of this document (see Chapter 5), and (2) the adequacy of the current standard
and consideration of potential alternative standards (Chapter 10). However, staff did not find the
overall breadth of the epidemiological evidence was robust enough to support a quantitative
assessment of risk.

We first note that for purposes of conducting a quantitative risk assessment for locations
in the U.S., staff concludes that only U.S. studies should be considered given differences in
monitoring networks, levels of co-pollutants, and other factors across different locations that may
well alter SO,-concentration-response relationships. Taking this into account, we reviewed the
available epidemiological literature and found relatively few studies that focused on these
endpoints were conducted in U.S. cities. In those U.S. cities where epidemiological studies had
been conducted, many of the SO, effect estimates were positive, but not statistically significant
in single pollutant models. Moreover, in the relatively few studies that employed multi-pollutant
models, inclusion of PM, in the model resulted in a loss of statistical significance for the SO,
effect estimate in about half of these studies (although the effect estimate may have remained
positive). Overall, we conclude that these factors would make it particularly difficult to quantify
with confidence the magnitude of respiratory health effects related to SO, exposures and
therefore, we judge that the results of a quantitative risk assessment based on concentration-

response functions from epidemiological studies for these health outcomes would be of limited
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utility in the decision-making process given the nature of the uncertainties associated with these

studies.

6.4 APPROACH FOR ESTIMATING 5-MINUTE PEAK SO,
CONCENTRATIONS

Health effects evaluated in this REA include those associated with 5-10 minute peak
concentrations of SO,. While there are 98 ambient monitors that have reported 5-minute SO,
concentrations some time during 1997-2007, the spatial and temporal representation is limited to
a few states and often only a few years of monitoring. Most of these monitors report the 5-
minute maximum SO, concentration occurring within an hour, though there were some that
reported all twelve continuous 5-minute SO, concentrations measured within the hour. The
ambient monitors reporting continuous SO, values are limited to fewer locations and number of
monitoring years, with sixteen monitors deployed within six US states and Washington DC, ten
of which operated only during one year. The overwhelming majority of the SO, ambient
monitoring data are for 1-hour average concentrations (upwards to 935 monitors), comprising a
broad monitoring network that includes most U.S. states and territories. Because the health
effects of greatest interest were associated with short-term exposures (5-10 minutes) and a
greater number of monitors and monitor-years were available for the 5-minute maximum SO,
concentrations than 10-minute maximum concentrations, a model was developed to estimate 5-
minute maximum SO, concentrations from the comprehensive 1-hour SO, ambient monitoring
data.

Staff first reviewed the air quality characterization conducted in the prior SO, NAAQS
review and supplementary analyses. In these prior analyses, relationships between maximum 5-
minute SO, concentrations and the 1-hour average SO, concentrations, or peak-to-mean ratios
(PMRs) were evaluated and used to approximate 5-minute maximum SO, concentrations from 1-
hour values (EPA, 1986a; EPA, 1994b; SAI, 1996; Thompson, 2000). While the relationship
between the two metrics is not expected to be linear, the temporal patterns in the two averaging
times are consistent. Five-minute maximum SO, concentrations are often much greater than that
of the corresponding 1-hour SO, concentrations, and observed increases in a given 1-hour SO,
concentration often coincide with increases in the 5-minute maximum SO, concentration. As an

example of this pattern, the time-series of 1-hour average and 5-minute maximum SO,
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concentrations measured at an ambient monitor across a 3-day period in 2005 is illustrated in

Figure 6-2.
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Figure 6-2. Example of an hourly time-series of measured 1-hour and measured 5-minute
maximum SO, concentrations.

In general, PMRs were determined to be approximately two in some of the earlier studies
when used in estimating S-minute peak SO, concentrations; though for the exposure analyses
conducted for the last NAAQS review, a distribution of PMRs was used with values of up to
eleven (EPA, 1994b). In each of the analyses conducted previously, estimates of PMRs were
derived using ambient monitoring data (i.e., where both 5-minute maximum and 1-hour average
SO, were measured) and then used to estimate the occurrence of peak 5-minute SO,
concentrations given a 1-hour ambient SO, concentration. The approach was generally as
follows:

C =PMRxC equation (6-1)

max—>5 1-hour
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where,
Char-s = estimated 5-minute maximum SO, concentration (ppb)

PMR

peak-to-mean ratio (PMR)

Crhour = measured 1-hour average SO, concentration

At the time of the last NAAQS review, there were very few monitors reporting 5-minute
SO, data. In fact, distributions of PMRs from ambient monitors surrounding a single coal-fired
power utility served as the primary source used in estimating 5-minute peak concentrations used
in the exposure analyses (EPA, 1994b). As mentioned above, the PMRs were determined to be
approximately two in these earlier studies; however, the ratio can vary depending on a several
factors. It has been shown that there can be increased variability in the ratio with decreasing 1-
hour average SO, concentrations, that is, there is a greater likelihood of values greater than two
at low hourly average concentrations than expected at high hourly average concentrations (EPA,
1986a). It has also been argued that the occurrence of short-term peak concentrations at ambient
monitors may be influenced by particular SO, emission sources (EPA, 1994b). Different sources
have variable emission amounts, temporal operating patterns (e.g., seasonal, time-of-day),
facility maintenance, and other physical parameters (e.g., stack height, area terrain) that likely
contribute to variability in 5-minute maximum SO, concentrations. In addition, a sensitivity
analysis conducted for copper-smelters determined that distance from the source was inversely
proportional to the PMR in all three of the 1-hour mean stratifications evaluated (i.e., < 0.04
ppm, 0.04 to <0.15 ppm, and >0.15 ppm), with the highest 1-hour category having the lowest
range of PMR (Sciences International, 1995)."

There are some data available for the current SO, monitoring network regarding the type
of sources that may be near the ambient monitors, the magnitude of emissions, the temporal
variation in emissions, and distance from specific sources; however, staff determined that there
was no practical way to define every ambient monitor as being exclusively influenced by a single
source or a defined mix of sources. Given other conditions that may vary within a specific
source category (monitor-to-source distances, local meteorology, operating conditions, etc.), staff

also determined that there was no practical way to use such data quantitatively in the

2 In that analysis, normalized 1-hour SO, concentrations were obtained by dividing by the maximum hourly
concentration.
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construction of the PMR statistical model and apply such a model to the 1-hour SO, ambient
monitor data.

In recognizing the limited geographic span of the monitors reporting the 5-minute
maximum SO, concentrations and the overall uncertainty regarding the amount of influence of a
specific source on any given monitor, staff developed an approach based on hourly SO,
concentration levels and the variability observed at the monitors reporting both the 5-minute
maximum and 1-hour average SO, concentrations. The main assumption in the approach is that
the temporal and spatial pattern in SO, source emissions is influenced by the type of source(s)
present, its operating conditions, and that the emission pattern(s) is reflected in the ambient SO,
concentration distribution measured at the monitor. Thus, measures of concentration level and
associated variability at each monitor were used as a surrogate for the variability in the source
characteristics that may impact concentrations at a particular monitor. Each monitor reporting 5-
minute maximum SO, concentrations was categorized based on the coefficient of variation
(COV) of 1-hour average SO, concentrations and then used to estimate distribution of PMRs for
range of 1-hour SO, concentrations. This approach, that fully utilizes all of the available 5-

minute maximum SO, data, is detailed in section 7.2.3.

6.5 APPROACH FOR SIMULATING THE CURRENT AND
ALTERNATIVE AIR QUALITY STANDARD SCENARIOS

A primary goal of the risk and exposure assessments described in this document is to
evaluate the ability of the current SO, primary standards (30 ppb annual average, 140 ppb 24-
hour average)'* and potential alternative standards (99th percentile 1-hour daily maximum SO,
levels of 50, 100, 150, 200, and 250 ppb, and 98 percentile 1-hour daily maximum SO; levels:
200 ppb; see Chapter 5 of this document) to protect public health. To evaluate the ability of a
specific standard to protect public health, ambient SO, concentrations need to be adjusted such
that they simulate levels of SO, that just meet that standard. Such adjustments allow for
comparison of the level of public health protection that could be associated with just meeting the

current and potential alternative standards.

" For consistency, the concentration units in this chapter are reported as ppb, even though the SO, NAAQS have
units of ppm.
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All areas of the United States currently have ambient SO, levels below the current annual
standard (EPA, 2007c). One site in Northampton County, Pa., measured concentrations above
the level of the 24-hour standard in 2006. Therefore, to evaluate whether the current standards
adequately protect public health, nearly all SO, concentrations need to be adjusted upwards in all
areas included in our assessment to simulate levels of SO, that would just meet the current
standard levels. Similarly, to simulate a potential air quality standard that is below current air
quality standards, those current levels must be adjusted downward.

Ambient SO, concentrations and exposures were characterized by considering as is air
quality (unadjusted concentrations) and several hypothetical air quality scenarios. Each of the
hypothetical air quality scenarios had an ambient concentration target, derived from the form and
level of the current NAAQS or from potential alternative standards. Staff chose a proportional
approach to adjust the SO, concentrations to simulate each of the current and alternative air
quality standard scenarios.'* A proportional approach was selected based on the mostly linear
relationship between older high concentration years of air quality when compared with recent
low concentration years at several locations (Rizzo, 2009). Briefly, for each location of interest

(7) and year (j), SO, concentration adjustment factors (F) were derived by the following

equation:
F, =8/C, . equation (6-2)
where,

Fj = Adjustment factor derived from the air quality standard target

concentration in location i and year j (unitless)

S = concentration values allowed that would just meet the air quality
standard level (ppb)
Chaxij = maximum measured SO, concentration given particular form of

standard at a monitor in location i and year j (ppb)

' The particular equation used to derive each of the adjustment factors is dependent on the form and level of the
standard considered, however the equations all share proportionality between the target level and ambient
concentration. To evaluate the current and alternative air quality scenarios in the exposure assessment (Chapter 8),
a mathematically equivalent proportional approach was used to adjust the benchmark levels rather than adjusting the
ambient concentrations as done for the air quality characterization (Chapter 7).
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In these cases where staff simulated a proportional adjustment in ambient SO,
concentrations using equation (6-2), it was assumed that the current temporal and spatial
distribution of air concentrations (as characterized by the current air quality data) is maintained
and increased SO, emissions contribute to increased SO, concentrations. All the hourly SO,
concentrations in a location were multiplied by the same constant value F, whereas the highest
monitor (in terms of concentration) is adjusted such that it just meets the standard target level.

This procedure for adjusting either the ambient concentrations (i.e., in the air quality
characterization) or health effect benchmark levels (i.e., in the exposure assessment) was
necessary to provide insight into the degree of exposure and risk which would be associated with
an increase in ambient SO, levels such that the levels were just at the current standards in the
areas analyzed. Staff recognizes that it is extremely unlikely that SO, concentrations in any of
the selected areas where concentrations have been adjusted would rise to meet the current
NAAQS and that there is considerable uncertainty associated with the simulation of conditions
that would just meet the current standards. Nevertheless, this procedure was necessary to assess
the ability of the current standards, not current ambient SO, concentrations, to protect public
health. This process of adjusting SO, concentrations to simulate just meeting a specific standard

1s described in more detail in sections 7.2.4 and &8.8.1.

6.6 APPROACHES FOR CHARACTERIZING VARIABILITY AND
UNCERTAINTY

An important issue associated with any population exposure or risk assessment is the
characterization of variability and uncertainty. Variability refers to the inherent heterogeneity in
a population or variable of interest (e.g., residential air exchange rates) and cannot be reduced
through further research, only better characterized with additional measurement. Uncertainty
categorically refers to the lack of knowledge regarding the values of model input variables (i.e.,
parameter uncertainty), the physical systems or relationships used (i.e., use of input variables to
estimate exposure or risk or model uncertainty), and in specifying the scenario that is consistent
with purpose of the assessment (i.e., scenario uncertainty). Uncertainty is, ideally, reduced to
the maximum extent possible through improved measurement of key parameters and iterative
model refinement. The approaches used to assess variability and characterize uncertainty in this

REA are discussed in the following two sections.
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6.6.1 Characterization of Variability
The purpose for addressing variability in this REA is to ensure that the characterization of

air quality and the estimates of exposure and risk reflect the variability of ambient SO,
concentrations and associated SO, exposure and health risk across the study locations and
population. In this REA, there are several algorithms that account for variability of input data
when generating the number of estimated benchmark exceedances or health risk outputs. For
example, variability may result from the number of monitors operating in an area and their
associated temporal and spatial heterogeneity in ambient SO, concentrations. Variability may
also arise from differences in the population residing within a census block (e.g., age
distribution) and the activities that may affect SO, population exposure (e.g., time spent
outdoors), and/or the influential risk factors (e.g., the fraction of the population responding to an
SO, exposure). A complete range of potential exposure levels and associated risk estimates can
be generated when appropriately addressing variability in exposure and risk assessments; note
however that the range of values obtained would be within the constraints of the algorithm or
modeling system used, not the complete range of the true exposure or risk values.

Where possible, staff identified and incorporated any observed variability in input data
sets and estimated parameters within each of the analyses performed in Chapters 7-9 rather than
employing standard default assumptions and/or using point estimates to describe model inputs.
The details regarding variability distributions used in data inputs are described in the methods
sections of each assessment and summarized in sections 7.4, 8.11, and 9.3 for the air quality

characterization, the exposure assessment, and the risk characterization, respectively.

6.6.2 Characterization of Uncertainty
While it may be possible to capture a full range of exposure or risk values by accounting

for variability inherent to influential factors, the true exposure or risk for any given individual is
largely unknown. To characterize health risks, exposure and risk assessors commonly use an
iterative process of gathering data, developing models, and estimating exposures and risks, given
the goals of the assessment, scale of the assessment performed, and the limitations of the input
data available. However, significant uncertainty often remains and emphasis is then placed on

characterizing the nature of that uncertainty and its impact on exposure and risk estimates.
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The characterization of uncertainty can include either qualitative or quantitative
evaluations, or a combination of both. The approach can also be tiered, that is, the analysis can
begin with a simple qualitative uncertainty characterization then progress to a complex
probabilistic analysis. This could follow when a lower tier analysis indicates a high degree of
uncertainty for certain identified sources, the sources are highly influential to exposure and risk
estimates, and sufficient information and resources are available to conduct a quantitative
uncertainty assessment. This is not to suggest that quantitative uncertainty analyses should
always be performed in all exposure and risk assessments. The decision regarding the type of
uncertainty characterization performed is also be informed by the intended scope and purpose of
the assessment, whether the selected analysis will provide additional information to the overall
decision regarding health protection, whether sufficient data are available to conduct a complex
quantitative analysis, and if time and resources are available for higher tier characterizations
(EPA, 2004b; WHO, 2008).

The primary purpose of the uncertainty characterization approach selected in this REA is
to identify and compare the relative impact important sources of uncertainty may have on the
potential health effect benchmarks and/or respiratory effects endpoints estimated in Chapters 7-9.
The approach used to evaluate uncertainty was adapted from guidelines outlining how to conduct
a qualitative uncertainty characterization (WHO, 2008), though staff also performed several
quantitative sensitivity analyses to iteratively inform both model development and the qualitative
uncertainty characterization, where possible. While it may be considered ideal to follow a tiered
approach in the REA to quantitatively characterize all identified uncertainties, staff selected the
mainly qualitative approach given the limited data available to inform probabilistic analyses, and
time and resource constraints.

The qualitative approach used in this REA varies from that of WHO (2008) in that a
greater focus of the characterization performed was placed on evaluating the direction and the
magnitude'” of the uncertainty; that is, qualitatively rating how the source of uncertainty, in the
presence of alternative information, may affect the estimated air quality, exposure, and health
risk assessment results. In addition and consistent with the WHO (2008) guidance, staff discuss

the uncertainty in the knowledge-base (e.g., the accuracy of the data used, acknowledgement of

'3 This is synonymous with the “level of uncertainty” discussed in WHO (2008), section 5.1.2.2.
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data gaps) and decisions made (e.g., selection of particular model forms), though qualitative
ratings were assigned only to uncertainty regarding the knowledge-base.

First, staff identified the key sources of the assessment that may contribute to uncertainty
in the air quality, exposure, and risk estimates and provide the rationale for their inclusion.

Then, staff characterized the magnitude and direction each identified source of uncertainty
influences the assessment results. Consistent with the WHO (2008) guidance, staff subjectively
scaled the overall impact of the uncertainty by considering the degree of severity of the
uncertainty as implied by the relationship between the source of the uncertainty and the output of
the air quality characterization. Where the magnitude of uncertainty was rated /ow, it was judged
that large changes within the source of uncertainty would have only a small effect on the
assessment results. A designation of medium implies that a change within the source of
uncertainty would likely have a moderate (or proportional) effect on the results. A
characterization of Aigh implies that a small change in the source would have a large effect on
results. Staff also included the direction of influence, indicating how the source of uncertainty
was judged to affect estimated benchmark exceedances or risk estimates; either the estimated
values were likely over- or under-estimated. In the instance where the component of uncertainty
can affect the assessment endpoint in either direction, the influence was judged as both. Staff
characterized the direction of influence as unknown when there was no evidence available to
judge the directional nature of uncertainty associated with the particular source. Staff also
subjectively scaled the knowledge-base uncertainty associated with each identified source using
a three level scale: low indicated significant confidence in the data used and its applicability to
the assessment endpoints, medium implied that there were some limitations regarding
consistency and completeness of the data used or scientific evidence presented, and high
indicated the knowledge-base was extremely limited.

The output of the uncertainty characterization was a summary describing, for each
identified source of uncertainty, the magnitude of the impact and the direction of influence the
uncertainty may have on the air quality, exposure, and risk characterization results. And finally,
an evaluation of the uncertainties presented in Chapters 7-9 is discussed in Chapter 10, providing

the overall implications in informing staff’s evaluation of exposures and risks associated with
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level, form, and averaging time related to judging the adequancy of the current standard and

consideration of potential alternative primary SO, standards.

6.7 KEY OBSERVATIONS

e Potential health effect benchmark values were derived from the controlled human
exposure literature.

e Staff concluded that there is no evidence from human exposure studies to suggest that
200 ppb represents a threshold level below which no adverse respiratory effects occur.

e Staff concluded that it was appropriate to consider 5-minute benchmark levels in the
range of 100 to 400 ppb in the air quality and exposure analyses.
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7. AMBIENT AIR QUALITY AND BENCHMARK HEALTH RISK
CHARACTERIZATION FOR 5-MINUTE PEAK SO; EXPOSURES

7.1 OVERVIEW
Ambient monitoring data for each of the years 1997 through 2007 were used in this

chapter to characterize SO; air quality across the U.S. The measured air quality, as well as
additional SO, concentrations derived from the measured air quality data, were used as an
indicator of potential human exposure. While an ambient monitor measures SO, concentrations
at a stationary location, the monitor may well represent the concentrations to which persons
residing nearby are exposed. The quality of the extrapolation of ambient monitor concentration
to personal exposure depends upon the spatial representativeness of the monitoring network, the
corresponding spatial distribution of important emission sources, local meteorological conditions
and geographical features, and a consideration of places that persons visit. Staff considers the
analyses presented in this chapter to be a broad characterization of national air quality and
potential human exposures that might be associated with a variety of scenario-driven
concentrations. This is because many of the SO, ambient monitoring sites used in this analysis
target public health monitoring objectives and some of the analysis results were separated by the
population density surrounding the ambient monitors.

As previously discussed in Chapter 4, the ISA finds the evidence for an association
between respiratory morbidity and SO, exposure to be “sufficient to infer a causal relationship”
(ISA, section 5.2). The ISA states that the “definitive evidence” for this conclusion comes from
the results of human exposure studies demonstrating decrements in lung function and/or
respiratory symptoms in exercising asthmatics following exposure to SO, levels as low as 200 to
300 ppb for 5-10 minutes (ISA, section 5.2). Accordingly, 5-minute potential health effect
benchmark levels ranging from 100-400 ppb were derived from the human exposure literature
(see section 6.2 for benchmark level rationale) and compared to measured and statistically
modeled 5-minute ambient concentrations. A broad analysis is first presented that evaluates the
potential health risk at all ambient monitors, and then for more detailed analyses, at monitors
located within selected U.S. counties (see section 7.2.4). Staff estimated the number of days in a

year with 5-minute benchmark exceedances and the probability of benchmark exceedances given
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the occurrence of 1-hour daily maximum or 24-hour average SO, concentrations at ambient
monitors.

All ambient SO, monitors report hourly concentrations; a subset of those report 5S-minute
maximum SO, concentrations as well, with a subset of these reporting continuous 5-minute SO,
concentrations. Because there were two distinct sample averaging times reported for the
available ambient monitoring data (i.e., ambient monitors reporting 1-hour SO, concentration
measurements alone and monitors reporting both 5-minute and 1-hour average SO,
concentrations), the data used in the analyses were separated by staff as follows.

The first set of ambient air quality data was from monitors reporting both 5-minute and 1-
hour SO, concentrations. Staff 1) analyzed the ambient monitoring data for trends in 1-hour and
5-minute SO, concentrations, 2) counted the number of measured daily 5-minute maximum SO,
concentrations above the potential health effect benchmark levels given the annual average SO,
concentrations, 3) estimated the probability of benchmark exceedances given the 24-hour
average and 1-hour daily maximum SO, concentrations, 4) developed a statistical model to
estimate 5-minute maximum SO; concentrations from 1-hour SO, concentrations, and 5)
evaluated the performance of the statistical model by comparing the model’s predicted versus
measured numbers of exceedances (see section 7.2.3).

The second set of ambient data was comprised of 1-hour SO, concentrations from the
broader SO, monitoring network; therefore this set also included 1-hour SO, concentrations from
those monitors where 5-minute SO, data were reported, though the vast majority of the 1-hour
data were from monitors that did not report 5S-minute concentration measurements. Staff applied
the statistical model that related 5-minute to 1-hour SO, measurements to this second set of
ambient monitoring data to estimate 5-minute maximum SO, concentrations. As was done with
the 5-minute SO, ambient measurement data, staff 1) evaluated trends in SO, concentrations, 2)
counted the number of statistically modeled potential health effect benchmark exceedances in a
day using the same longer-term averaging times, and 3) estimated the probability of peak
concentrations associated with 1-hour daily maximum and 24-hour average SO, concentrations.

Staff considered three data analysis groups to characterize the ambient SO, air quality. In
the first group, we evaluated the combined 5-minute and 1-hour SO, measurement data as they

were reported, representing the conditions at the time of monitoring (termed in this assessment
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“as is”). The second group also considered the as is air quality; however staff analyzed the
statistically modeled 5-minute SO, concentrations that were generated from as is 1-hour SO,
measurements. This second data analysis group expanded the geographic scope of the 5-minute
air quality characterization by using the broader SO, monitoring network. The third data
analysis group considered 1-hour SO, concentrations adjusted to just meeting the current
NAAQS'® and each of the potential alternative 1-hour daily maximum standard levels of 50, 100,
150, 200 and 250 ppb (see Chapter 5 for details). The data used to simulate the current and
alternative standard scenarios were limited to the most recent and comprehensive ambient
monitoring data available (i.e., 2001-2006) in forty selected U.S. counties.'” Due to the form of
the potential alternative standards considered here (98" and 99" percentiles of the 1-hour daily
maximum concentrations averaged over 3 years), the recent ambient monitoring data set was
evaluated using two three-year periods, 2001-2003 and 2004-2006.'® Whereas the first analysis
group used entirely 1-hour and 5-minute SO, measurement data, the second and third analysis
groups used statistically modeled 5-minute SO, concentrations that were generated from 1-hour
SO, concentrations. The third data analysis group also included an adjustment of the 1-hour SO,
concentrations to evaluate several air quality standard scenarios in 40 selected counties.

Staff expected that there would be variability in the number of persons living within close
proximity of each monitor (both the 5-minute and 1-hour SO, monitors) given the particular
siting characteristics of the ambient monitors (e.g., either source- or population-oriented
monitoring objectives). Therefore, we separated some of the air quality results within each
scenario by using the population density surrounding each ambient monitor. First, each monitor
was characterized by having one of three population densities (i.e., low, medium, and high),
groupings defined by the three characteristic regions of the population distribution generated

from the broader SO, monitoring network (section 7.2.2). Then, staff counted the number days

' Just meeting the current NAAQS levels could either be meeting a 30 ppb annual average or the 140 ppb 24-hour
average concentration (one allowed exceedance), whichever is the controlling standard at that ambient monitor (see
section 7.2.4).

'7 At the time of the initial data download from the AQS data mart, many of the monitors did not have complete
years of data available for 2007, therefore the most recent data for most monitors was from 2006. These complete
site-year data are a subset of the broader ambient monitoring data set available.

'8 A number of 3-year groups are within 2001-2006 (e.g., 2001-2003, 2002-2004, etc.) and a number of years of
monitoring data are outside the 2001-2006 time frame that could have been used in an extended 3-year grouping of
2001-2006 air quality (e.g., 2000-2002). For convenience, the upper and lower groupings were chosen by staff to
represent 3-year air quality within the 6-year period when considering just meeting the potential alternative
standards.
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with 5-minute benchmark exceedances per year at each monitor, either measured or estimated
depending on the data analysis group considered, and aggregated the results by the population
density group. Rather than count the total number of 5-minute SO, concentrations above a
particular benchmark, staff calculated the number of days in a year with a 5-minute SO,
concentration above a potential health effect benchmark."

One output of this air quality characterization is an estimate of the number of days per
year a monitor experienced 5-minute SO, concentration above those that may cause adverse
health effects in susceptible individuals (i.e., benchmark level exceedances). These counts are a
useful metric in comparing one ambient monitor or monitoring location to another and in
identifying where and when frequent benchmark exceedances could occur. However, earlier
analyses indicated that the relationship between the annual average SO, concentration and the
number of 5-minute benchmark exceedances was generally weak (1* draft SO, REA).
Therefore, a comparison of the number of days/year with benchmark exceedances to the annual
average SO, concentration is of limited use. This absence of a strong relationship highlights the
ineffectiveness of long-term averaged concentrations in controlling short-term peak
concentrations. Furthermore, while there was an improved relationship between the number of
5-minute maximum SO, concentrations and 24-hour average concentrations, it was also shown
that the number of benchmark exceedances in a day was variable given a specific 24-hour
average concentration.”’ For example, there could be as many as five 5-minute maximum SO,
concentrations above a selected benchmark levels at a particular 24-hour average SO,
concentration, while in other instances there may be no benchmark exceedances at the same 24-
hour concentration.

Given that there is variability in the number of 5-minute peak SO, concentrations
associated with concentrations of longer-term averaging times, that a daily maximum 5-minute

SO, concentration was the metric of interest, and that the potential alternative standards

" In the 1* draft SO, REA, as well as the early draft NO, REAs, all benchmark exceedances for any hour of the day
were reported. The use of the daily maximum exceedance was selected in the final NO, REA as well in the 2™ draft
and final SO, REA to improve the temporal perspective for the metric in the air quality analysis (i.e., the number of
daily maximum exceedances also gives the number of days in a year with an exceedance of a selected benchmark),
and to be consistent with the exposure and risk analyses. The implication of not counting multiple exceedances is
discussed further in sections 7.4, 8.11, and 10.3.3.1.

2 In the 1* draft SO, REA, multiple exceedances within a day (if any) were counted. In the 2™ draft and final SO,
REA, there is only one counted maximum exceedance per day. Additional analysis of multiple exceedances within
the day is given in section 8.11.211.
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investigated use 1-hour daily maximum SO, concentrations, staff decided that an appropriate
comparison would be between the frequency of peak 5-minute SO, concentrations given 1-hour
daily maximum SO, concentrations. Thus, the second output of this air quality characterization
is presented as the probability of a benchmark exceedance given a daily maximum 1-hour SO,
concentration. In addition, the probability of a 5S-minute benchmark exceedance given a 24-hour

average concentration is also provided to offer additional perspective on this averaging time.

7.2 APPROACH

There were five broad steps to characterize the SO, air quality. The first step involved
compiling and screening the ambient air quality data collected since 1997 to ensure consistency
with the SO, NAAQS requirements and for usefulness in this air quality characterization. Next,
due to potential variable influence of SO, emission sources on ambient monitor concentrations,
the monitors from each of the two data sets (i.e., combined 5-minute and 1-hour, broader 1-hour
only) were categorized and evaluated according to their monitoring site attributes, including land
use characteristics, location type, monitoring objective, distance to emissions sources, and
population density. In addition, the variability in 5-minute and 1-hour SO, concentrations was
evaluated and used to categorize each ambient monitor. Staff used concentration variability in
the development and application of a statistical model used to estimate 5-minute maximum SO,
concentrations. Then, a concentration adjustment approach was developed and applied in
selected locations to evaluate several air quality scenarios. And finally, air quality metrics of
interest (i.e., the number and probability of potential health effect benchmark exceedances) were
calculated using the air quality data from each scenario.

The following provides an overview of the five steps used to characterize air quality and
summarizes key portions of the analysis. Briefly, the five steps include: 1) screening of air
quality data; 2) evaluation of site characteristics of ambient SO, monitors; 3) development of a
statistical model to estimate 5-minute maximum SO, concentrations; 4) adjustment of air quality;
and 5) generation of air quality metrics. Details regarding the ambient monitors used for

characterizing air quality and associated descriptive meta-data are provided in Appendix A.1.

7.2.1 Screening of Air Quality Data
SO; air quality data and associated documentation from the years 1997 through 2007

were downloaded from EPA’s Air Quality System for this analysis (EPA, 2007c, h). Data
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obtained were used as reported by these sources; there were no substitutions performed for any
missing or zero concentration data. The total available SO, ambient monitoring data, reported
for either 5-minute or 1-hour averaging times, are summarized in Table 7-1. The 5-minute SO,
monitoring data existed in either one of two forms; the single highest 5-minute concentration
occurring in a 1-hour period (referred to here as max-5 data set), or all twelve 5-minute
concentrations within a 1-hour period (referred to here as continuous-5 data set).

Table 7-1. Summary of all available 5-minute and 1-hour SO, ambient monitoring data, years 1997-
2007, pre-screened.

Number of Number of Years in Number of

Sample Type Monitors States’ Operation Measurements>
Max-5 104 13+ DC 1997-2007 3,457,057
Continuous-5 16 6+DC 1999-2007 3,328,725
1-hour 935 49 + DC, PR, VI 1997-2007 47,206,918

Notes:

' DC=District of Columbia, PR=Puerto Rico, VI=Virgin Islands.

2 For the max-5 and 1-hour data sets, this number represents the number of hours a sample was
collected/reported. The number for the continuous-5 data set is the number of 5-minute samples.
The total number of hours where measurements for the continuous-5 set were collected is
283,202 (see Table 7-2).

Staff evaluated the data for inconsistencies and duplication. The reported measurement
units varied within each of the data sets, therefore the staff converted all concentrations to parts
per billion (ppb). Next staff screened each of the three data sets listed in Table 7-1 for where
monitor IDs had multiple parameter occurrence codes (POCs) and identical monitoring times.
These duplicate measures could either result from co-location of ambient monitors (i.e., more
than one measurement instrument) or from duplicate reporting of ambient concentrations (i.e.,
the 5-minute maximum concentration in the max-5 data set is the same as the maximum 5-
minute concentration reported from the continuous-5 data set). As a result of this evaluation and
additional concentration level screening (see below), staff constructed several data sets for
analysis in this REA. These data sets are summarized in Table 7-2 and are described in detail

below.
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Table 7-2. Analytical data sets generated using the continuous-5, max-5, and 1-hour ambient SO,
monitoring data, following screening.

Final
Final Final Combined
Within Set | Available | Combined Set Combined Combined | Max-5 & 1-
Duplicates Data Duplicates Max-5 Data 1-hour hour
Sample Type (n) (n) n) (n) (n) (n)
Max-5 300,438 3,156,619
Co_nt|nuous-15 0 2832022 29,058 3,410,763 2 367 686
with 1-hour ’ 258,457 47,213,385°
1-hour 0 47,188,640
Notes:

' 1-hour concentrations from continuous-5 data were calculated from all 5-minute values within the hour.
2 The number of 5-minute maximum SO, samples.

3 There were a total of 24,745 unique 1-hour values added from the continuous-5 monitors.

* There were a total of 2,408,351 values where the 5-minute maximum and 1-hour measurements were
reported at the same time at the same monitor. Of these, a total of 40,665 were screened out for not
meeting the peak-to-mean (PMR) criterion.

Boxes spanning two rows are comprised of data from the two sample types. For example, there were
29,058 duplicate values when considering the max-5 and continuous-5 data sets. Therefore, in creating
the “Final Combined Max-5 Data” (n= 3,410,763), this was the sum of the max-5 (n=3,156,619) and
continuous-5 (n=283,202) minus the duplicates (n=29,058).

1. Simultaneously reported/measured ambient SO, data
Two separate data sets were constructed that had multiple 5-minute SO, measurements

collected at the same monitoring location and time for:
e max-5 duplicates (i.e., simultaneous measurements of 5-minute maximum SO,
concentrations from co-located max-5 monitors; n=300,438)

e max-5 and continuous-5 duplicates (i.e., simultaneous 5-minute maximum SO,
concentrations reported in max-5 and continuous-5 datasets; n=29,058)

A third data set was constructed that had simultaneous 1-hour SO, measurements
collected at the same monitoring location and time for:
e I-hour duplicates (i.e., from 1-hour SO, monitors and from averaging the continuous-5

monitors; n=258,457)

Each of these duplicate data sets were used for quality assurance purposes only, the
evaluation of which is presented in Appendix A.2. The duplicate values were not used in the

statistical model development or for any other 5-minute or 1-hour SO, concentration analysis.
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2. Combined 5-minute and 1-hour ambient SO, data
A complete set of 5-minute maximum SO, concentrations,”' generated from the max-5

data set and from the maximum 5-minute concentrations reported by the continuous-5 monitors,
was then combined with their corresponding measured 1-hour SO, concentrations (see below).
Then, the combined data were screened for validity, recognizing that the combined max-5 and 1-
hour SO, data set may have certain anomalies (e.g., S-minute maximum SO, concentrations < 1-
hour mean SO; concentration). A value of 1 was selected as the lower bound peak-to-mean ratio
(PMR),* accepting the possibility that the 5-minute maximum concentrations (and all other 5-
minute concentrations within the same hour) may be identical to the 1-hour average
concentration. A PMR of <12 was selected as the upper bound since it would be a mathematical
impossibility to generate a value at or above 12 given there are twelve 5-minute measurements
within any 1-hour period.”® This screening resulted in a total of nearly 2.4 million values
comprising the combined 5-minute maximum and 1-hour SO, concentration dataset. The
locations of these 98 monitoring sites comprising this dataset are illustrated in Figure 7-1. Staff
used this data set to develop a statistical model (section 7.2.3) and to characterize the measured
5-minute maximum ambient air quality. Details on the monitors used and site attributes (e.g.,

latitude, longitude, operating years, monitoring objective) are provided in Appendix A.1.

*! A single 5-minute and 1-hour SO, concentration was used in each of data set 2 and 3. The criteria for selection of
a particular value was first based on whether the 1-hour concentration was calculated from the continuous-5 data
(where present) followed by the monitor ID POC that had the greatest overall number of samples.

*? The peak-to-mean ratio is the maximum 5-minute SO, concentration within an hour divided by the 1-hour average
SO, concentration.

2 As the 5-minute maximum concentration approaches infinity, the other 11 concentrations measured in the hour
comparatively tend towards zero, giving a maximum PMR = Peak/Mean = C,,/[(Cax t (Comners™ 0) x 11)/12] <
12.
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Figure 7-1. Location of the 98 monitors that reported 5-minute maximum SO, concentrations and
comprising the first data analysis group.

3. Broader 1-hour ambient SO, data
This data set was comprised of all 1-hour SO, data, whether obtained from the 1-hour

ambient monitoring data set or from averaging 5-minute concentrations from the continuous-5
data set. The raw 1-hour data from a total of 935 ambient monitors were first screened for
negative concentrations (n=3,555) and for where concentrations were less than 0.1 ppb
(n=14,723). The screened data were not used in any analyses. The refined 1-hour data
(n=47,188,640) were then combined with the 1-hour average concentrations obtained from the
continuous 5-monitors. Staff retained the 1-hour average concentrations from the continuous-5
monitors where duplicate values existed. This was done to better maintain the relationship
between the 5-minute maximum and 1-hour SO, concentrations. As described above for data set
1, staff removed duplicate 1-hour values identified at each monitoring location originating from
the 1-hour and continuous-5 monitors for separate analysis (Appendix A-2). The remaining 1-
hour SO, data set (with duplicate 1-hour values removed) was then combined with the complete

5-minute maximum data set described above for data set 2 (with duplicate 5S-minute maximum
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SO; values removed). Staff used data set 2 in developing the statistical model to estimate 5-
minute maximum SO, concentrations (section 7.2.3).

Additional screening of the 1-hour SO, data set was performed using a 75%
completeness criterion. This monitoring data requirement is used in demonstrating attainment of
the SO, NAAQS (61 FR 25579).** For an ambient monitor to have a valid year of data, first,
valid days were selected as those with at least 18 hours of data. Then, each monitor was required
to have 75% of each calendar quarter with complete days (either 68 or 69 days per quartile).

This 75% completeness criterion was applied to the available monitoring data to generate a total
of 4,692 valid site-years of data obtained from 809 ambient monitors. The number of valid
monitoring site-years available as a result of this screening is presented in Table 7-3, effectively
encompassing ambient SO, monitoring in 48 US States, Washington DC, Puerto Rico and the
US Virgin Islands over years 1997 through 2006.>> The locations of the 809 monitors
comprising the broader SO2 monitoring network are illustrated in Figure 7-2. This data set was
used in the second data air quality characterization scenario that considered the measured as is 1-
hour SO, concentrations with statistically modeled 5-minute maximum concentrations. Details
on the monitors used and site attributes (e.g., latitude, longitude, operating years, monitoring

objective) are provided in Appendix A.1.

7.2.2 Site Characteristics of Ambient SO, Monitors
The siting of the monitors is of particular importance, recognizing that proximity to local

sources could have an influence on the measured SO, concentration data and subsequent
interpretation of the air quality characterization. Staff evaluated the attributes of monitors within
each of the two data sets; the first data set was comprised of monitors that reported 5-minute
maximum SO, concentrations, and the second was generated from monitors within the broader
SO, monitoring network and having valid 1-hour SO, concentrations. Two points are worth
mentioning for this analysis; the first being the number of monitors and the second being the

potential for differences in types of sources influencing each monitor. While there is overlap in

** See http://www.epa.gov/air/oagps/greenbook/40cfr50_2001.pdf

% Based on the version date of the files downloaded from EPA’s AQS data mart (6/20/2007), all 1-hour SO, data
from 2007 were less than complete. In addition, two monitors located in Hawaii County, HI were identified in the
1* draft REA as having concentrations influenced by natural sources. Therefore, monitor IDs 150010005 and
150010007, while meeting the completeness criteria, were removed from the valid 1-hour SO, data set due to the
influence of volcanic activity on measured SO, concentrations at these locations. Alaska had no SO, monitors
during the period of analysis.
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Table 7-3. Counts of complete and incomplete site-years of 1-hour SO, ambient monitoring data
for 1997-2006.

Number of Valid
State Number of Site-Years | Percent Monitors per year

Abbr. | Code | Complete | Incomplete | Valid Minimum Maximum
AL 01 36 15 71 1 5
AZ 04 44 24 65 1 6
AR 05 17 14 55 1 2
CA 06 308 136 69 7 41
Cco 08 33 13 72 1 6
CT 09 69 18 79 6 12
DE 10 27 16 63 2 4
DC 11 10 1 91 1 1
FL 12 223 76 75 3 28
GA 13 65 34 66 5 9
HI 15 31 19 62 2 4
ID 16 17 10 63 1 3
IL 17 235 30 89 18 30
IN 18 276 80 78 13 34
IA 19 110 33 77 8 14
KS 20 28 27 51 2 4
KY 21 104 42 71 2 13
LA 22 57 11 84 5 6
ME 23 25 18 58 1 7
MD 24 10 7 59 1 3
MA 25 102 33 76 6 15
MI 26 84 28 75 5 15
MN 27 74 23 76 5 12
MS 28 25 11 69 1 4
MO 29 166 40 81 11 21
MT 30 121 50 71 2 18
NE 31 9 13 41 1 2
NV 32 16 6 73 1 4
NH 33 63 26 71 3 11
NJ 34 117 21 85 12 14
NM 35 56 24 70 3 9
NY 36 229 72 76 21 24
NC 37 61 29 68 4 9
ND 38 155 45 78 10 18
OH 39 309 74 81 28 35
OK 40 59 32 65 3 9
OR 41 0 4 0 0 0
PA 42 398 97 80 33 51
RI 44 21 2 91 2 3
SC 45 90 34 73 5 11
SD 46 7 4 64 1 3
TN 47 175 70 71 12 23
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Number of Valid

State Number of Site-Years | Percent Monitors per year
Abbr. | Code | Complete | Incomplete | Valid Minimum Maximum
TX 48 172 71 71 10 21
uT 49 33 14 70 3 4
VT 50 11 4 73 1 2
VA 51 94 28 77 8 11
WA 53 18 24 43 1 7
WV 54 203 28 88 14 25
WI 55 39 18 68 2 7
WYy 56 3 8 27 1 1
PR 72 33 32 51 1 6
VI 78 24 23 51 1 5
Total or
Average1 4692 1612 68 6 12
Notes:
' Columns of complete and incomplete site years were summed. The percent
valid site-years and the monitors in operation per year with valid data were
averaged.

Broader SO2 net
Figure 7-2. Location of the 809 monitors comprising the broader SO, ambient monitoring network
(i.e., the second data analysis group).
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the measurement of 5-minute maximum and its associated 1-hour SO, concentration at some
locations (n=98), the remainder of SO, monitors with valid data (n=711) are sited in other
locations where 5-minute SO, measurements have not been reported. Staff evaluated the
ambient monitor attributes within each data set because there may be influential attributes in the
subset of data used to develop the statistical model (i.e., monitors reporting S-minute maximum
SO, concentrations) that are not applicable to the broader SO, monitoring network. Staff
acknowledges that the information available and the monitoring site characteristics considered
can limit how well the monitoring data serve as an indicator of human exposure.

First, staff evaluated the specific monitoring site characteristics provided in AQS,
including the monitoring objective, measurement scale, and predominant land-use. Additional
features such as proximity to SO, emission sources and the population residing within various
distances of each monitor were estimated using monitoring site and emission source geographic
coordinates and U.S Census data. Each of these attributes is summarized here to provide
perspective on the attributes of where 5-minute maximum SO, concentrations were reported
versus the attributes of the broader SO, monitoring network. A more thorough discussion of the
purpose of the existing ambient SO, monitoring network is provided in Chapter 2. Individual
monitor site characteristics are given in Appendix A.1.

The monitoring objective meta-data field describes the nature of the monitor in terms of
its attempt to generally characterize health effects, the presence of point sources, regional
transport, or welfare effects. In recognizing that there were variable numbers of ambient
monitors in operation and variation in the number of valid site-years available for each data set,
staff weighted the monitoring objectives by the number of site-years. This was done to provide
perspective on the air quality characterization results that are based on the total site-years of data
available, not just the number of ambient monitors. In addition, the monitors can have more than
one objective. Where multiple objectives were designated, staff selected a single objective to
characterize each monitor using the following order: population exposure, source-oriented, high
concentration, general/background, unknown.”® All other objectives (whether known or

indicated as “none”) were grouped by staff into an “Other” category. Figure 7-3 summarizes the

26 This order was selected to characterize the monitors with a specific objective. Most of the time where there were
multiple objectives at a monitor, there was a specific objective (e.g., population exposure) and a non-specific
objective (e.g., unknown).
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objectives for the monitors comprising each data set. Each of the data sets had a large proportion
of site-years that would target public health objectives through the population exposure and
highest concentration categories, though the monitors in the broader SO, monitoring network
had a greater percentage than the monitors reporting both 5-minute maximum and 1-hour SO,
concentrations. The monitors reporting S-minute concentrations had approximately twice the
percentage of site-years from source-oriented monitors when compared with the broader SO,
monitoring network.

Similarly, the overall measurement scale of the monitors used for the air quality
characterization in each location was evaluated based on the weighting of valid site-years of
data. The measurement scale represents the air volumes associated with the monitoring area
dimensions. While a monitor can have multiple objectives, each monitor typically has only one
measurement scale. Figure 7-3 also summarizes the measurement scales for the monitoring site-
years comprising each data set. Both data sets had their greatest proportion of monitoring site-
years associated with neighborhood measurement scales (500 m to 4 km), though monitors
recording 1-hour concentrations had about 22 percentage points greater than the monitors
reporting S-minute maximum concentrations. Furthermore, monitors reporting 5-minute values
had a larger proportion of site-years of data characterized at an urban (4 to 50 km) and regional
scale (50 km to 1,000 km) compared with the broader SO, monitoring network.

The land-use meta-data indicate the prevalent land-use within 4 mile of the monitoring
site. Figure 7-4 summarizes the land-use surrounding monitors that reported 5-minute
maximum concentrations and the monitors in the broader 1-hour SO, monitoring network. Over
half of the site-years are from residential and industrial areas and are of similar proportions for
both data sets considered. The greatest difference in the surrounding land-use was for the
percent of site-years associated with monitors sited in agricultural and commercial areas. The
monitors reporting S-minute maximum SO, concentrations had about 10 percentage points more
site-years from monitors within agricultural areas and 10 percentage points less in commercial
areas when compared to the respective land use of the broader SO, monitoring network.

The setting is a general description of the environment within which the site is located.
Figure 7-4 also summarizes the setting of the monitors comprising each data set. For monitors

reporting S-minute concentrations, the greatest proportion of site-years is from ambient monitors
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with a rural setting (49%). Most of the site-years in the broader SO, monitoring network were

from monitors within a suburban setting (40%).
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Figure 7-3. Distribution of site-years of data considering monitoring objectives and scale: monitors that reported 5-minute maximum
SO, concentrations (top) and the broader SO, monitoring network (bottom).
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concentrations (top) and the broader SO, monitoring network (bottom).
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Stationary sources (in particular, power generating utilities using fossil fuels) are the
largest contributor to SO, emissions in the U.S. (ISA, section 2.1). First, staff determined the
distances, amounts of, and types of stationary source emissions associated with each of the
ambient SO, monitors. Then, staff selected the sources in close proximity of each monitor to
identify whether there are differences in the distribution of emission sources that could affect the
monitored concentrations. Stationary sources emitting > 5 tons per year (tpy) SO and within 20
km of each monitor were identified using data from the 2002 National Emissions Inventory
(NEI).27 Details on the number of sources, the distribution of emissions, and the method for
determining the distances to each individual ambient monitor are provided in Appendix A.1.

The total SO, source emissions within 20 km of every monitor were summed by their
source descriptions; the top eight source types were selected for evaluation followed by a
summing of all other remaining source types in a final source description group (“other”).?®
These emission results are presented in Figure 7-5 for the monitors reporting 5-minute maximum
SO, concentrations and for the broader SO, monitoring network. A comparison of the sources
located within 20 km of monitors comprising both data sets indicates strong similarity in the
types of sources present. Approximately 70% of the stationary source emissions local to
monitors comprising either data set originate from fossil fuel power generation.” Similarity in
emission contributions from several other source categories is also evident (i.e., petroleum
refineries, iron and steel mills, cement manufacturing). One of the largest distinctions between
the sources surrounding the two data sets is the emission contribution from primary smelters.
There were greater source emissions from smelters located within 20 km of the monitors
reporting S-minute maximum SO, concentrations (8.8%) than within 20 km of the broader SO,
monitoring network (1.1%). A second difference between the two sets of data existed in the
emission contribution from a combined power generation, transmission and distribution

description; this source category contributes approximately 11% to emissions proximal monitors

272002 National Emissions Inventory Data & Documentation. Office of Air Quality Planning and Standards,
Research Triangle Park, NC. Available at: http://www.epa.gov/ttn/chief/net/2002inventory.html.

% Details for the number of sources and emissions surrounding each monitor are given in Appendix A.1.1 and A.1.2
%% This emission category was summed from fossil fuel power generation (NEI code 221112) and hydroelectric
utilities (NEI code 221111). Hydroelectric utility SO, emissions arise from power generating facility operations that
require fossil fuel combustion (e.g., diesel-fueled backup generators).
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in the broader SO, monitoring network compared with only 2% at monitors measuring 5-minute

SO, concentrations.
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1% Manufacturing
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Power Generation,
Transmission and
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Figure 7-5. The percent of total SO, emissions of sources located within 20 km of ambient
monitors: monitors reporting 5-minute maximum SO, concentrations (top) and the
broader SO, monitoring network (bottom).

July 2009 87



The population residing within four buffer distances of each ambient monitor was
estimated using ArcView. First, staff obtained block group population data from the US Census
and converted the location of each block group polygon to single central point. Then buffers
were created around each monitor location at progressive 5 km distances to a final buffer
distance of 20 km. The total population was estimated by summing the population of all block
group centroids that fell within the monitor buffers. We then created population distribution
functions (across monitors) for the monitors reporting 5-minuute maximum SO, concentrations
and for the broader SO, monitoring network. An example of the population distribution
represented by the monitors comprising each data set is given by Figure 7-6, with the population
within each of the buffer distances given in Appendix A.1.*° In general, the shape of the
population distribution was similar for each data set, though as a whole, the monitors reporting
5-minute SO, concentrations tended to be sited in locations with lower population density when
considering any of the population buffers. Staff created population density groups of low, mid,
and high to categorize all ambient monitors using the population distribution within 5 km, by
apportioning each data set into three sample size groupings. The low-population density group
included those monitors with populations under 10,000 persons. Mid-population density
included those monitors with between 10,000 and 50,000 persons, while the high-population
density group was assigned to monitors with greater than 50,000 persons within a 5 km buffer.
These population density groups of low, mid, and high were used in separating some of the air
quality characterization results.

The population density surrounding each monitor was compared with its monitoring
objective. The descriptive statistics for each monitoring objective, separately considering those
monitors that reported 5-minute maximum SO; concentrations and the broader SO, monitoring
network, are provided in Table 7-4. The calculated population statistics generally support
expectations given the designated monitoring objectives. There are similarities in the population
density around monitors characterized as having highest concentration and population exposure
monitor objectives, both of which having the greatest number of persons residing within 5 km of
the monitors. Source-oriented monitors had consistently lower population densities, though

monitors assigned the general/background objective had the lowest population densities.

30 If the estimated population was zero, then the monitor value was not plotted in the figure.
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Figure 7-6. Distribution of the population residing within a 5 km radius of ambient monitors:
monitors reporting 5-minute maximum SO, concentrations and the broader SO,
monitoring network.

Table 7-4. Descriptive statistics of the population residing within a 5 km radius of ambient
monitors by monitoring objective: monitors reporting 5-minute maximum SO, concentrations and
the broader SO, monitoring network.

! Objectives are POP=Population Exposure; HIC=Highest Concentration; SRC=Source Oriented;
GEN=General/Background; OTH=Other; UNK=Unknown.
2 p5, p25, p50, p75, and p95 are the 5™, 25", 50", 75", and 95" percentiles, respectively. The minimum (min),
maximum (max), and arithmetic average (mean) are also provided.

Data Population residing within 5 km of Ambient Monitor’

Source | Objective' | n mean max p95 p75 p50 p25 p5 min
GEN 10 8537 28224 28224 17957 1330 0 0 0
OTH 6 8881 35872 35872 11967 2396 655 0 0

g‘l-inute SRC 15 9216 42208 42208 17925 1103 0 0 0

monitors UNK 18 | 40177 | 262592 | 262592 | 33774 20360 4587 0 0
HIC 19 59958 316944 | 316944 | 90863 17963 13314 0 0
POP 30 67886 382995 | 216129 | 70221 49283 21784 3280 | 2118
GEN 45 18096 378415 78376 7883 1947 492 0 0
SRC 68 20594 136288 76896 30070 9844 1112 0 0

All SO, UNK 179 | 58477 | 1215989 | 200253 | 59772 16676 3403 0 0

Monitors OTH 30 61878 | 1205886 | 320320 | 11205 4270 787 0 0
HIC 202 | 86485 | 1301071 | 222716 | 94449 48179 14142 905 0
POP 285 | 87406 | 1173879 | 276378 | 105796 | 54986 21336 1865 0

Notes:
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7.2.3 Statistical model to estimate S-minute maximum SO, concentrations
As described earlier, staff noted there were a limited number of ambient monitors that

reported 5-minute maximum SO, concentrations. The majority of the SO, monitoring network
reports 1-hour average SO, concentrations. Staff developed a statistical model to extend the 5-
minute SO, air quality characterization to locations where 5-minute concentrations were not
reported. This statistical model was briefly introduced in section 6.4; this section details the
development of the statistical model designed to estimate 5-minute maximum SO,
concentrations from 1-hour SO, concentrations, using the combined 5-minute maximum and 1-
hour SO, measurement data set (see section 7.2.1).

Fundamental to the statistical model are the peak-to-mean ratios or PMRs. Peak-to-mean
ratios are derived by dividing the 5-minute maximum SO, concentration by the 1-hour average
SO, concentration. These derived PMRs can be useful in estimating 5-minute maximum SO,
concentrations when only the 1-hour SO, concentration is known. The values of PMRs derived
from the monitoring data can be variable and are likely dependent on local source emissions, site
meteorology, and other influential factors. Each of these factors will have variable influence on
the measured 1-hour and 5-minute SO, concentrations at the ambient monitors. Therefore, to
develop a useful tool for extrapolating from the measurement data, at a minimum, the approach
needed to account for variability in ambient concentrations. It is within this context that the
statistical model was developed.

Staff selected the variability in SO, concentrations at each individual ambient monitor as
a surrogate for source emissions, source types, and/or distance to sources to allow for a
purposeful application of the statistical model to the broader 1-hour SO, measurement data.
Many of the meta-data described earlier in section 7.2.2, while useful for qualitatively describing
characteristics of monitors in the SO, monitoring network, were not considered robust in
quantifying how sources might influence monitored concentrations. The utility of the meta-data
is also diminished when the monitor attributes were reported as unknown, missing entries, or
possibly mischaracterized. In addition, while individual source types, emissions, and distances
to the monitors are presented as quantitative measures, the use of this data can be problematic.
This is because 1) source characteristics can change over time, 2) it is largely unknown what
source(s) influence many of the ambient monitors and by how much, 3) there is uncertainty in

source emission estimates, and 4) even similar source types will not have the same emission
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characteristics. Staff considered several ways to link the statistical model developed from
monitors reporting S-minute maximum concentrations to the broader SO, ambient monitoring
network, including the use of the ambient monitoring site characteristics. Staff decided that the
measured concentrations had the most to offer in efficiently designing such a linkage given the
strong relationships between averaging times, concentration variability, and the frequency of
peak concentrations. Where possible, staff compared the relevant monitor attributes described in
section 7.2.2 with selected variability metrics used in developing and applying the statistical
model.

The purpose of the first analysis that follows is to determine an appropriate variable to
reasonably connect the statistical model derived from 5-minute and 1-hour concentrations to any
1-hour SO, concentration data set where there are no 5-minute SO, measurements. Staff first
evaluated variability metrics associated with 5-minute and 1-hour SO, ambient monitoring
concentrations as a basis for linking the statistical model to 1-hour concentrations. Next, staff
generated distributions of PMRs for use in estimating 5-minute concentrations. Then the
statistical model was applied to where 5-minute measurements were reported and evaluated

using cross-validation.

7.2.3.1 Relationship Between 5-minute and 1-hour SO, Concentrations
Because the statistical model employs 5-minute and 1-hour SO, concentrations, staff

evaluated the relationship between the concentrations for the two averaging times. The monitors
reporting all twelve 5-minute concentrations within the hour were used for this analysis (n=16).
First, all of the continuous-5 minute data available for each monitor were averaged to generate a
single 5-minute mean concentration (both in an arithmetic and geometric mean form) and their
respective standard deviations, yielding a total of 16 monitor-specific 5-minute SO, values.”'
Staff performed a second calculation to generate similar statistics using the continuous 5-minute
data, though a 1-hour averaging time was of interest. To obtain the 1-hour statistics, the 5-
minute SO, concentrations within an hour were averaged to generate 1-hour mean SO,

concentrations for each monitor, which were then averaged to generate a single 1-hour mean SO,

3! Each of the 16 continuous-5 monitors was characterized by four statistics, arithmetic and geometric means and
their respective standard deviations.
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concentration (both in an arithmetic and geometric mean form) and their corresponding standard

deviations, yielding a total of 16 monitor-specific 1-hour SO, values.
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Figure 7-7. Comparison of hourly and 5-minute concentration COVs and GSDs at sixteen
monitors reporting all twelve 5-minute SO, concentrations over multiple years of
monitoring.

Staff selected the coefficient of variation (COV)** and geometric standard deviation
(GSD) as metrics to compare concentration variability in both 1-hour and 5-minute averaging
times, each of which are illustrated in Figure 7-7. As expected, a strong direct linear relationship
exists between the variability in 5-minute and 1-hour SO, concentrations at each monitor. Even
with the limited geographic representation (these monitors are from only six U.S. States and
Washington DC), there is a wide range in the observed concentration variability for both the 5-
minute and associated hourly measurements (i.e., COVs range from about 75 —300%, GSDs

range from about 1.7 —3.7). In general, this analysis demonstrates that variability in 5-minute

32 The COV used here is calculated by dividing the standard deviation by the arithmetic mean, then multiplying by
100. The statistic gives a relative measure of variation, to better facilitate the comparison of data having different
mean concentrations or units of measure.
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SO; concentrations is directly related to the variability in 1-hour SO, concentrations, and these
measures of variability may be used to describe the potential variability in concentrations
measured at any ambient SO, monitor, similarly for either the 1-hour or 5-minute measured
concentrations. Note that there is a difference in the slope of the two lines, indicating that there
is not a constant relationship between the COV and GSD. This means that in characterizing the
variability at any ambient monitor, an identified COV (e.g., either low or high COV) does not
necessarily correspond to the same GSD characterization.

Next, staff compared the variability in 1-hour SO, concentrations using data from the
monitors reporting 5-minute maximum SO, concentrations (n=98) to variability observed for the
broader SO, monitoring network (n=809). The objective of this evaluation was to determine if
the distribution of the observed hourly concentration variability was similar for the two sets of
data. As done above for the monitors reporting 5-minute maximum SO, concentrations, four
statistics were generated for each ambient monitor within the broader SO, monitoring network
using the 1-hour concentrations, with the variability at each monitor represented by its COV and
GSD. Figure 7-8 illustrates the cumulative density functions (CDFs) for the hourly COVs and
GSDs at each of the 98 monitors that reported 5-minute maximum SO, concentrations (i.e., the
data set used for developing the statistical model) and the 809 monitors from the broader SO,
monitoring network (i.e., the final 1-hour SO, data set having valid site-years). While the subset
of monitors reporting the 5-minute maximum SO, concentrations exhibit greater variability in
hourly concentration at most percentiles of the distribution, the overall shape and span of the
distribution is very similar to that of the monitors within the broader SO, monitoring network
using either variability metric. The similarity in variability distributions could indicate that the
monitor proximity to sources, the magnitude and temporal profile of source emissions, and the
types of sources affecting concentrations at either set of data (i.e., the monitors reporting 5-
minute SO, concentrations versus the broader SO, monitoring network) are similar. This,
combined with the meta-data evaluation and the source type, distance, and emissions analysis
that indicated similar source type emission proportions between the two sets of ambient
monitoring data (7.2.2), provides support for using concentration variability as a variable to

extrapolate information from the 5-minute SO, monitors to the 1-hour SO, monitors.
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7.2.3.2 Development of Peak-to-Mean Ratio (PMR) Distributions
A key variable in the statistical model to estimate the 5-minute maximum SO,

concentrations where only 1-hour average SO, concentrations were measured is the peak-to-
mean ratio (PMR). Peak-to-mean ratios are obtained by dividing the 5-minute maximum SO,
concentration occurring within an hour by the 1-hour SO, concentration. The use of a PMR or
distributions of PMRs in estimating 5-minute maximum SO, concentrations is not new to the

current NAAQS review. Both individual PMRs and distributions of PMRs were used in the
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previous NAAQS review in characterizing S-minute SO; air quality (Thrall et al, 1982; EPA,
1986a; 1994b; Thompson 2000) and in estimating human exposures to 5-minute SO,
concentrations (Burton et al. 1987; EPA, 1986a, 1994b; Stoeckenius et al. 1990; Rosenbaum et
al., 1992; Science International, 1995). In this review, staff generated distributions of PMRs to
estimate 5-minute maximum SO; concentrations at ambient monitors (this chapter) and at air
quality modeled census block centroid receptors (chapter 8). The distributions of PMRs used
here build upon recent PMR analyses conducted by Thompson (2000).** In the current PMR
analysis, staff developed several distributions of PMRs using more recent 5-minute SO,
monitoring data (through 2007) and used concentration level and variability as categorical
variables in defining the distributions of PMRs.

Concentration variability has been identified as a potential attribute in characterizing
sources affecting concentrations measured at the ambient monitors (section 7.2.3.1). Instead of
designing a continuous function from the variability distribution, staff chose to use categorical
variables to describe the monitors comprising each data set. The approach involved the creation
of variability bins, such that PMR data from several monitors would comprise each bin. Staff
decided this approach would better balance the potential number of PMRs available in
generating the distributions of PMR given the variable number of samples collected and years of
monitoring at monitors that reported the 5-minute maximum SO, concentrations (Appendix A-
2). Using the hourly COV or GSD distributions in illustrated Figure 7-8, staff assigned one of
three COV or GSD bins to each of the 98 monitors reporting the 5-minute maximum SO,
concentrations: for COV, the bins were defined as low (COV < 100%), mid (100% < COV <
200%), and high (COV >200%). These three COV bins were selected to capture the upper and
lower tails of the variability distribution and a mid-range area.”* Similarly and based on the
same percentile ranges selected for binning the COV, three GSD bins were selected as follows:
low (GSD <2.17), mid (2.17 < GSD < 2.94), and high (GSD > 2.94).

In addition, the level of the 1-hour mean SO, concentration has been identified as an
important consideration in defining an appropriate PMR distribution to use in estimating 5-

minute maximum SO, concentrations (EPA, 1986a). Therefore, staff further stratified the PMRs

33 In the Thompson (2000) analysis, a single distribution of PMRs was employed based on 6 ratio bins and assumed
independence between the ratio and the 1-hour SO, concentration.

3 For monitors reporting the 5-minute maximum SO, concentrations, these groupings corresponded to
approximately the 25" and the 84" percentile of the variability distribution.
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by seven 1-hour mean concentration ranges: 1-hour mean < 5 ppb, 5 < 1-hour mean < 10 ppb, 10
< I-hour mean < 25 ppb, 25 < 1-hour mean < 75 ppb, 75 < I-hour mean < 150 ppb, 150 < 1-
hour mean < 250 ppb, and 1-hour mean > 250 ppb.”” Staff selected these 1-hour concentration
stratifications to maximize any observed differences in the PMR distributions within a given
variability and concentration bin and to limit the total possible number of PMR distributions for
computational manageability.

Based on the concentration variability and 1-hour concentration bins, staff generated a
total of 19 separate PMR distributions.’® Due to the large number of PMRs available for several
of the variability and concentration bins (the number of samples ranged from 100 to 800,000), all
of the empirical data were summarized into distributions using the cumulative percentiles
ranging from 0 to 100, by increments of 1. Figure 7-9 illustrates two patterns in the PMR
distributions when comparing the different stratification bins. First, the monitors with the
highest COVs or GSDs contain the highest PMRs at each of the percentiles of the distribution
(bottom graph of each variability bin in Figure 7-9) when compared with monitors from the other
two variability bins (top and middle graphs), while the mid-range variability bins (middle graph)
had a greater proportion of high PMRs than the low variability bin (top graph). These
distinctions in the PMR distributions are consistent with the results illustrated in Figure 7-7, that
is, the variability in the hourly average concentrations is directly related to the variability in the
5-minute concentrations as summarized across monitors.

Second, differences were observed in the PMR distributions within each variability bin
when stratified by 1-hour SO, concentration. This is most evident in the highest variability bin
(bottom graph of Figure 7-9); the highest 1-hour concentration category (> 250 ppb) had lower
PMRs at each of the distribution percentiles compared with the PMR distributions derived for the
lower concentration categories, most prevalent at the upper percentiles of the distribution. In
fact, the maximum PMRs for the > 250 ppb concentration bin were only 5.4 and 3.6 for the COV
and GSD high variability bin, respectively, compared with maximum PMRs of about 11.5 at

> While PMR distributions were generated for 1-hour SO, concentrations < 5 ppb, it should be noted that any
estimated 5-minute maximum SO, concentration would be below that of the lowest potential health effect
benchmark level of 100 ppb.

36 Although there were a total of 21 PMR distributions possible (i.e., 3 x 7), the COV < 100% and GSD <2.17
categories had only three 1-hour concentrations above 150 ppb. Therefore, the two highest concentration bins do
not have a distribution, and concentrations > 75 ppb constituted the highest concentration bin in the low COV or low
GSD bins. All PMR distributions are provided in Appendix A-3.
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many of the other concentration bins. Again, this inverse relationship between the PMR and
concentration level has been shown by other researchers (EPA, 1986a). The stratification of
PMRs by the 1-hour concentration was done to avoid applying high PMRs calculated from low
hourly concentrations to high hourly concentrations. The observed patterns in the PMR
distributions support the staff selection of variability bins and 1-hour concentration stratifications

in controlling for the aberrant assignment of PMRs to particular 1-hour concentrations.
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Figure 7-9. Peak-to-mean ratio (PMR) distributions for three COV and GSD variability bins and
seven 1-hour SO, concentration stratifications.
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Staff then evaluated the assigned concentration variability bin using two ambient
monitoring site characteristics described in section 7.2.2 and using the observed number of
benchmark exceedances at each monitor. The purpose of this analysis was to determine to what
extent the selected variability bins were representing variability local source characteristics and
the likelihood of benchmark exceedances. First, staff compared the total emissions within 20 km
of each monitor with the assigned concentration variability bin using the monitors reporting 5-
minute maximum SO, concentrations and the broader SO, monitoring network (Figure 7-10).
The purpose of this comparison was to determine whether increased emissions were associated
with greater variability in monitoring concentrations. In general, a pattern of increased
emissions was associated with an increase in the concentration variability bin, though the pattern
was more prominent when considering the COV bins. This indicates the variability bins may be

useful as a surrogate for local source emission characteristics.
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Figure 7-10. Distribution of total SO, emissions (tpy) within 20 km of monitors by COV (left) and
GSD (right) concentration variability bins: monitors reporting 5-minute maximum SO,
concentrations (top) and the broader SO, monitoring network (bottom).
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The second ambient monitoring site characteristic evaluated using the selected
concentration variability bins was the monitoring objective, principally when it was noted as
source-oriented. The purpose of this analysis was to determine whether high variability in SO,
concentration was related to source-oriented monitor siting. Staff calculated the percent of
source-oriented monitors in each variability bin for the two sets of data; the set comprised of
monitors that reported 5-minute maximum SO; concentrations and those within the broader SO,
monitoring network. In general, there is an increasing percent of source-oriented monitors in the
higher concentration variability bins when using either the COV or GSD metrics (Figure 7-11),
though the pattern is more consistent with the COV metric than with the GSD metric. This
comparison also indicates that the concentration variability metric may be useful as a surrogate

for local source emission characteristics.

30

B COV (5-Minute SO2 Monitors)

EGSD (5-Minute SO2 Monitors
251" mCoV (All SO2 Monitors)

1 GSD (All SO2 Monitors)

20 A

Percent of Monitors with Source-Oriented
Objective

Mid
Variability Bin
Figure 7-11. Percent of monitors within each concentration variability bin where the monitoring

objective was source-oriented: monitors reporting 5-minute maximum SO,
concentrations (solid) and the broader SO, monitoring network (slotted).
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Staff evaluated the number of measured benchmark exceedances in a site-year given the

variability bins used to characterize the ambient monitors. The purpose of this analysis was to

determine whether monitors exhibiting greater variability in SO, concentration also have a

greater number of benchmark exceedances. Figure 7-12 summarizes the distribution of

exceedances of the 200 and 400 ppb benchmark level by each of the COV and GSD variability

bins (patterns for the 100 ppb and 300 ppb benchmarks were similar). Clearly, monitors having

the greatest variability in 1-hour SO, concentration are the monitors most likely to have 5-minute

SO, benchmark exceedances and a greater number of exceedances per year. This analysis

provides further support to the binning of monitors by concentration variability to appropriately

extrapolate the relationships derived from monitors reporting 5-minute maximum concentrations

to monitors reporting only 1-hour SO, concentrations (and at the dispersion model receptors).
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Figure 7-12. Distribution of the measured number of daily 5-minute maximum SO, concentrations
above 200 ppb (left) and 400 ppb (right) in a year by hourly concentration COV (top) and
GSD (bottom) variability bins. Data were from the 98 ambient monitors reporting 5-

minute maximum concentrations (471 site-years).
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7.2.3.3 Application of Peak to Mean Ratios (PMRs)
As described above in section 7.2.3.2 regarding the monitors reporting 5-minute

maximum SO, concentrations, staff characterized the monitors within the broader SO,
monitoring network (n=809) by their respective hourly concentration variability and assigned to
one of the three COV bins (COV < 100%, 100% < COV < 200%, and COV > 200%) and GSD
bins (GSD <2.17,2.17 <GSD < 2.94, and GSD > 2.94). Based on the monitor’s assigned
concentration variability bin (either from the COV or GSD, not mixed) and the 1-hour SO,
concentration, PMRs can be randomly sampled®’ from the appropriate PMR distribution to

estimate a 5S-minute maximum SO, concentration using the following equation:

Craxs =PMR,; xC, | ,,, equation (7-1)
where,
Chars = estimated 5-minute maximum SO, concentration (ppb) for each hour
PMR;; = peak-to-mean ratio (PMR) randomly sampled from the i concentration
variability and j 1-hour mean SO, concentration distribution
Ci1-how™= measured 1-hour average SO, concentration at an i concentration

variability monitor

As aresult of this calculation, every 1-hour ambient SO, concentration has an estimated
5-minute maximum SO, concentration.”® These statistically modeled 5-minute maximum SO,

concentrations were then summarized using the output metrics described in section 7.2.5.

7.2.3.4 Evaluation of Statistical Model Performance
Staff evaluated the performance of the statistical model using cross-validation (Stone,

1974). Details of the evaluation are provided by Langstaff (2009). Briefly, PMR distributions
were estimated using 97 of the 98 monitors that reported both the 1-hour and 5-minute maximum
SO; concentrations. All ambient monitors were characterized using the same variability bins

described in section 7.2.3.2. The 1-hour concentrations were also characterized using the same

37 The random sampling was based selection of a value from a uniform distribution {0,100}, whereas that value was
used to select the PMR from the corresponding distribution percentile value.

3% When the 1-hour SO, concentration was > 0, otherwise the 5-minute maximum SO, concentration was estimated
as zero).
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stratifications discussed earlier. Then staff used the newly constructed PMR distributions from
the 97 monitors and equation 7-1 to predict the 5-minute maximum SO, concentrations at the
single monitor not included in developing the PMR distributions. This modeling was performed
98 times, i.e., removing every single monitor (one monitor at a time), generating new PMR
distributions, and predicting 5-minute maximum SO, concentrations at the removed monitor.
Staff then compared the predicted and measured daily 5-minute maximum SO, concentrations to
generate a distribution of model prediction errors (e.g., median errors, median absolute errors)
and general model statistics (i.e., the root mean square error or RMSEs, and R?, a measure of the
amount of variance explained by the model).

Four statistical models were evaluated: two models constructed from the variability bins
(either COV or GSD) using all percentiles of the PMR distributions, and two similar models
constructed without the minimum and maximum percentiles of the PMR distributions. The
models were evaluated at the benchmark concentration levels as well as at selected percentiles in
the 5-minute SO, concentration distribution. In comparing the model predictions, the model
using variability bins defined by the COV and excluding the minimum and maximum percentiles
had the lowest prediction errors (e.g., see Table 7-5). Based on these results, staff used this
COV model (excluding the 0" and 100™ percentiles of the PMR distribution) to estimate 5-

minute maximum SO, concentrations from 1-hour SO, concentrations.

%% Table 7-5 presents a few of the prediction error statistics used to compare each of the models, though several other
prediction errors were evaluated (e.g., the 75™ and 99™). Results for the other percentiles were consistent with
median results discussed in the text, that is the alt. COV model had the lowest error when compared with the other
models evaluated. See Langstaff (2009) for the additional percentile comparisons for each of the models.
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Table 7-5. Comparison of prediction errors and model variance parameters for the four models
evaluated.

Benchmark Level Median
(ppb) Model Prediction Error? RMSE R?
Ccov 2.6 18.9 0.72
100 alt. Cov 0.4 14.1 0.81
GSD 2.5 24.8 0.48
alt. GSD 0.3 19.8 0.63
Ccov 1 10.7 0.66
200 alt. Cov 0.1 8.6 0.74
GSD 1.3 12.8 0.49
alt. GSD 0.4 10.2 0.64
cov 0.6 6.5 0.73
300 alt. CoOv 0 5.6 0.78
GSD 0.6 8.2 0.55
alt. GSD 0.1 71 0.64
cov 0.3 4.5 0.76
400 alt. Cov 0 3.9 0.8
GSD 0.3 6 0.55
alt. GSD 0 5.5 0.61
Notes:
' The “alt.” abbreviation denotes the alternative model was used: the minimum and
maximum percentiles of the PMR distributions were not used.
% The absolute value of the prediction differences is calculated (predicted minus the
observed number of exceedances in a year), generating a distribution of prediction
errors. The value reported here is the (50th percentile) of that distribution.

Staff performed supplementary evaluations using the prediction errors associated with the
selected statistical model. Additional percentiles of the prediction error distribution were
calculated to estimate the magnitude and direction of the statistical model bias. Table 7-6
summarizes the prediction errors for each benchmark level. When considering paired percentiles
(e.g., the 25™ and the 75" or prediction intervals) and the 50" percentile as a pivot point there
appears to be an over-estimation bias at each of the benchmark levels. For example, there is a
greater overestimation of the 400 ppb benchmark level at the 95" percentile (i.e., 5 exceedances),
than compared with the under estimation at the 5 percentile (i.e., one exceedance). However,
there is good agreement in the predicted versus observed number of exceedances, whereas 90%
of the predicted exceedances of 400 ppb were within -1 to 5 exceedances per year. There is a

wider range in the prediction intervals at the lower benchmark levels, partly a function of the
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greater number of exceedances at the lower benchmark levels rather than the degree of
agreement (Table 7-6). At the extreme ends of the distribution for each of the benchmarks, the
agreement between the predicted and observed exceedances widens, indicating that for some
site-years (approximately 2%), the number of days with a benchmark exceedance can be over- or
under-estimated by 20 to 50 in a year.

Table 7-6. Prediction errors of the statistical model used in estimating 5-minute maximum SO,
concentrations above benchmark levels.

Prediction Error at Benchmark Level'

Percentile 100 200 300 400
1 -31 -17 -18 -19
5 -15 -7 -3 -1
25 -1 0 0
50 0 0 0 0
75 7 1 1 0
95 32 20 10 5
99 48 43 26 14

Mean Number of Benchmark Exceedances?

Benchmark 100 200 300 400
Observed 148 81 69 56
Predicted 150 100 67 45

Notes:

' The percentiles are based on the distribution of predicted minus the
observed values for each benchmark. Units are the number of
exceedances per year.

% This is the average of all site-years. Units are the number of
exceedances per year.

7.2.4 Adjustment of Ambient Concentrations to Evaluate the Current and Potential
Alternative Air Quality Scenarios

Staff evaluated multiple hypothetical air quality scenarios in this assessment, each
defined by the form and level of a selected standard. Collectively, the purpose of these air
quality scenarios was to estimate the relative level of public health protection associated with just
meeting the current and potential alternative standards. The measured ambient SO,
concentrations needed adjustment to reflect concentrations that might be observed given the
hypothetical air quality scenarios. To maintain a computationally manageable data set given the
number of air quality scenarios (i.e., eight) and potential health effect benchmark levels

investigated (i.e., four), staff used the recent ambient monitoring data from 40 counties,
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specifically years 2001 through 2006.*° The following two sections discuss the concentration

adjustment approach and the selection criteria used for selecting counties for analysis.

7.2.4.1 Approach
There are two important considerations in developing an approach to adjust air quality

concentrations. One is the relative contribution of policy-relevant background (PRB) to ambient
concentrations and the other is in understanding how the distribution of ambient concentrations
measured at a particular monitor has changed over time.

In developing a simulation approach to adjust air quality to meet a particular standard
level, PRB levels in the U.S. were first considered. As described in section 2.3, PRB is well
below concentrations that might cause potential health effects and constitutes a small percent
(<1%) of the total ambient SO, concentrations at most locations. Based on the small
contribution, PRB will not be considered separately in any characterization of health risk
associated with as is air quality or air quality just meeting the current or potential alternative
standards. In monitoring locations where PRB is expected to be of particular importance
however (e.g., Hawaii County, HI), data were noted by staff as influenced by significant natural
sources rather than anthropogenic sources and were not used in any of the air quality analyses.

While annual average concentrations have declined significantly over time, the
variability in the SO, concentrations (both the 5-minute and 1-hour concentrations) has remained
relatively constant. This trend is present when considering ambient concentration data
collectively (section 7.4.2.3) and when considering monitors individually (Rizzo, 2009). For
example, Figure 7-13 compares the distribution of daily maximum SO, 1-hour concentration
percentiles at the two ambient monitors in Beaver County, Pa. that were in operation as far back
as 1978 and are currently part of the broader SO, monitoring network. Staff selected a recent
year of data (2007) to constitute a low concentration year along with an historical year of data
(1992) constituting a high concentration year, with each year of ambient monitoring common to
both monitors. As shown in Figure 7-13, the relationships between the low and high
concentration years at each of the daily maximum concentration percentiles are mostly linear,

with regression coefficients of determination (R” values) greater than 0.98. Where deviation

40 As described in the section 7.2.1, at the time the 1-hour concentrations were downloaded, none of the monitors
had a complete year of data for 2007. All data from 2007 were excluded from the 1-hour monitor simulations.
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from linearity did occur (as was observed in many of the other low-to-high concentration
comparisons performed), it occurred primarily at the extreme upper or lower portions of the
distribution, often times at the maximum daily maximum or the minimum daily maximum 1-
hour SO, concentration (Rizzo, 2009). In addition, the absolute values for the simple linear
regression intercepts were typically 1-3 ppb (Rizzo, 2009). This indicates that the rate of
decrease in ambient air quality concentrations at the mean value for the monitors evaluated is
consistent with the rate of change at the lower and upper daily maximum 1-hour concentration
percentiles. This evaluation provides support for the use of a proportional approach to adjust
current ambient concentrations to represent air quality under both the current and alternative
standard scenarios.

High Year: 1992 Low Year: 2007
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Figure 7-13. Comparison of measured daily maximum SO, concentration percentiles in Beaver

County, PA for a high concentration year (1992) versus a low concentration year (2007)
at two ambient monitors (from Rizzo, 2009).

The current deterministic form of each standard was used to approximate concentration

adjustment factors to simulate just meeting the current 24-hour and annual SO, NAAQS. The
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24-hour standard of 140 ppb is not to be exceeded more than once per year, therefore, the ond
highest 24-hour average observed at each monitor was used as the target for adjustment. The
rounding convention, which is part of the form of the standard, defines values up to 144 ppb as
just meeting the 24-hour standard. The form of the current annual standard requires that a level
of 30 ppb is not to be exceeded; therefore, with a rounding convention to the fourth decimal,
annual average concentrations of up to 30.4 ppb would just meet the current annual standard.

Staff limited the analysis of alternative air quality scenarios to particular locations using
designated geographic boundaries (not just the monitors individually). Counties were used to
define the locations of interest in the alternative air quality standard scenarios. Use of a county is
consistent with current policies on the designation of appropriate boundaries of non-attainment
areas (Meyers, 1983).

For each location (i) and year (j), 24-hour and annual SO, concentration adjustment

factors (F)) were derived by the following equation:

F, =8/C i equation (7-2)
where,
Fj = Adjustment factor derived from either the 24-hour or the annual
average concentrations at monitors in location i for year j (unitless)
S = concentration values allowed that would just meet the current NAAQS
(either 144 ppb for 24-hour or 30.4 ppb for annual average)
Craxij = the maximum 2" highest 24-hour average SO, concentration at a

monitor in location 7 and year j or the maximum annual average SO,

concentration at a monitor in location i and year j (ppb)

In adjusting concentrations to just meet the current standard, the highest monitor (in
terms of concentration) within a county was adjusted so that it just meets either a 30.4 ppb
annual average or a 144 ppb 24-hour average (2nd highest), whichever was the controlling

standard.”’  For monitors in each county and calendar year, all hourly SO, concentrations were

*I The controlling standard by definition would be the standard that allows air quality to just meet either the annual
concentration level of 30.4 ppb (i.e., the annual standard is the controlling standard) or the 2™ highest 24-hour
concentration level of 144 ppb (i.e., the 24-hour standard is the controlling standard). The factor selected is derived
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multiplied by the same constant value F, though only one monitor would have an annual mean
equal to 30.4 ppb or the 2™ highest 24-hour average equal to 144 ppb for that county and year.

For example, of five monitors measuring hourly SO, in Cuyahoga County for year 2001
(Figure 7-14, top), the maximum annual average concentration was 7.5 ppb (ID 390350060),
giving an adjustment factor of /"= 30.4/7.5 = 4.06 for that year. The o highest 24-hour SO,
concentration at a monitor in a year was 35.5 (ID 390350038), giving an adjustment factor of F =
144/35.5 = 4.05 for year 2001. Because the adjustment factor derived from the 24-hour average
concentration was lower, the 24-hour average concentration was the controlling standard. All 1-
hour concentrations measured at all five monitoring sites in Cuyahoga County were multiplied
by 4.05, resulting in an upward scaling of hourly SO, concentrations to simulate air quality just
meeting the current standard for that year. Therefore, one monitoring site in Cuyahoga County
for year 2001 would have a 2™ highest 24-hour average concentration of 144 ppb, while all other
monitoring sites would have a ond highest 24-hour average concentration below that value,
although still proportionally scaled up by 4.05 (Figure 7-14, bottom).

Proportional adjustment factors were also derived considering the form, averaging time,
and levels of the potential alternative standards under consideration. Discussion regarding the
staff selection of each of these components of the potential alternative standards is provided in
Chapter 5 of this document. The 98™ and 99" percentile 1-hour daily maximum SO,
concentrations averaged across three years of monitoring were used in calculating the adjustment

factors at each of five standard levels as follows:

3

>c,

Fy =S8,/ j=13 equation (7-3)
where,
Fiw = SO; concentration adjustment factor in location 7 given alternative standard

percentile form & and standard level / across a 3-year period (unitless)

from a single monitor within each county (even if there is more than one monitor in the county) for a given year. A
different (or the same) monitor in each county could be used to derive the factor for other years; the only
requirement for selection is that it be the lowest factor, whether derived from the annual or 24-hour standard level.
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Standard level / (i.e., 50, 100, 150, 200, and 250 ppb 1-hour SO, concentration)

(ppb)

S

Selected percentile & (i.e., 98" or 99™) 1-hour daily maximum SO,

Cijk

concentration at a monitor in location i for each year j (ppb)
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County, as /s (top) and air quality adjusted to just meet the current 24-hour SO,

standard (bottom), Year 2001.
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As described above for adjustments made in simulating just meeting the current
standards, the highest monitor (in terms of the 3-year average at the 98" or 99" percentile) was
adjusted so that it just meets the level of the particular 1-hour alternative standard. All other
monitor concentrations in that location were adjusted using the same factor, only resulting in
concentrations at those monitors below the level of the selected 1-hour alternative standard.
Since the alternative standard levels range from 50 ppb through 250 ppb, both proportional
upward and downward adjustments were made to the 1-hour ambient SO, concentrations. Due
to the form of the alternative standards, the expected utility of such an analysis, and the limited
time available to conduct the analysis, only the more recent air quality data were used (i.e., years
2001-2006). The 1-hour ambient SO, concentrations were adjusted in a similar manner
described above for just meeting the current standard, however, due to the form of these
standards, only one factor was derived for two 3-year periods (i.e., 2001-2003, 2004-20006),

rather than one factor for each calendar year.

7.2.4.2 Selection of Locations
The first criterion used to select locations for the alternative air quality analyses was

whether monitors had a high number of daily 5-minute maximum SO, concentrations at or above
the potential health effect benchmark levels. Ambient monitors located in two counties in
Missouri (Iron and Jefferson) had the most frequently measured daily 5-minute maximum SO,
concentrations above the potential health effect benchmarks (see Appendix A-5). While there
were limited data available from these ambient monitors (4 and 2 years out of 8 total site-years
did not met the completeness criteria for each of Jefferson and Iron counties, respectively), it was
decided by staff that lack of a complete year should not preclude their use in this focused
analysis given the high number of measured daily 5-minute maximum SO, concentrations at
these monitors. All other monitoring data used in this focused analysis were selected from where
I-hour ambient monitoring met the completeness criteria described in section 7.2.1.

Staff selected an additional 38 counties based on the relationship of the ambient SO,
concentrations within the county to the current annual and 24-hour NAAQS to expand the
number of counties investigated to a total of 40.** An additional criterion to be met for county

selection included having at least two monitors operating in the county for at least five of the six

2 In the 1 draft SO, REA, a total of 20 counties were selected to evaluate the current standard scenario only.
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possible years of monitoring.* First, the 24-hour and annual concentration adjustment factors
were derived by equation 7-2 for each county and year. Then the mean 24-hour and mean annual
factor for each county was calculated by averaging the site-years available at each monitor, with
the selection of the lowest mean factor retained to characterize the county. Each county was then
ranked in ascending order based on this selected mean factor. The 38 counties were selected
from the top 38 values, that is, those counties having the lowest mean adjustment factors and
having at least two monitors.

The complete list of the 40 counties selected and the mean factors used to select each
location given the above selection criteria are provided in Table 7-7. In addition, Table 7-7 gives
the number of monitors in each COV bin that were used to characterize the air quality in the 40
counties. The locations of ambient monitors comprising the 40 county dataset (i.e., the third data
analysis group) are illustrated in Figure 7-15. Compared with the two other data analysis groups,
the 40 county data set has a greater number of mid and high COV bin monitors and notably
fewer low COV bin monitors (Figure 7-16). This is not unexpected given the concentration-
based selection criteria used in identifying the 40 counties.

Following the selection of the 40 counties, staff retained the adjustment factors
calculated for each monitoring site-year (not simply the mean factor that was used for the county
selection) to simulate air quality just meeting the current standard (either the daily or annual
factor, whichever was lower). These adjustment factors are given in Appendix A, Table A.4-1.
Then using equation 7-3, staff calculated the adjustment factors needed for evaluating the
potential alternative standards. Each of these alternative air quality scenarios were used as an
input to the statistical model to estimate S-minute maximum SO, concentrations (equation 7-1).
Then, air quality characterization metrics of interest were estimated for each site and year as

described in section 7.2.5.

* In the 1** draft SO, REA, having at least three monitors for all six years of the monitoring period was required.
These earlier criteria were relaxed in the 2" draft and in this final REA to allow for additional locations that may
have ambient concentrations close to the current annual and daily standard levels.
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Table 7-7. Counties selected for evaluation of air quality adjusted to just meeting the current and
potential alternative SO, standards and the number of monitors in each COV bin.

Closest | # of Monitors in COV bin*
State County' Mean Factor | Standard® | Low Mid High
Arizona Gila 3.44 A 1 1
Delaware New Castle 2.80 D 5
Florida Hillsborough 3.81 D 4 2
lowa Linn 3.58 D 3 2
Muscatine 3.46 D 1 2
llinois Madison 3.78 D 4
Wabash 3.39 D 2
Floyd 4.38 D 2 1
Indiana Gibson 2.60 D 2
Lake 4.41 D 2
Vigo 4.80 D 2
Michigan Wayne 3.13 D 3
Greene 4.47 D 2 1 2
Missouri Iron® 5.49 A 2
Jefferson® 3.53 D 4
New Hampshire Merrimack 2.98 D 3 1
New Jersey HuFison 3.90 A 2
Union 3.81 A 2
Bronx 3.09 A 2
New York Chautauqua 4.19 D 1 1
Erie 3.17 D 1 1
Cuyahoga 4.51 A 5
Ohio Lake 2.99 D 2
Summit 3.13 D 2
Oklahoma Tulsa 4.61 A 3
Allegheny 2.65 D 2 5
Beaver 2.39 D 3
Pennsylvania Northampton 3.26 A 1 1
Warren 1.74 D 2
Washington 3.19 A 2 1
Blount 1.86 D 2
Tennessee Shelby 4.08 D 1 2
Sullivan 3.45 D 2
Texas Jefferson 4.38 D 3
Virginia Fairfax 4.80 A 3
US Virgin Islands St Croix 4.60 D 2 3
Brooke 2.32 A 2
. Hancock 2.32 A 9
West Virginia Monongalia 2.93 D 2
Wayne 3.07 D 1 3
Notes:
' Listed counties were selected based on lowest mean concentration adjustment factor, derived from
at least 2 monitors per year for years 2001-2006 and >5 years of data.
2 Ambient concentrations were closest to either the annual (A) or daily (D) NAAQS level.
3 County selected based on frequent 5-minute benchmark level exceedances.
* COV bins were low (COV<100%); mid (100%<COV<200%); high (COV>200%).
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Figure 7-15. Locations of the 128 ambient monitors comprising the 40 County data set (i.e., the
third data analysis group).

5-Minute Max SO, Monitors (n=98) Broader SO, Network (n=809) 40 County SO, Monitors (n=128)

i High COV Low COV
High COV _
Ig1 6% Low COV 1% High COV 14%
’ 249, LowCOV  20%
° 27%

Mid COV
62%

Mid COV
60%

Mid COV
66%

Figure 7-16. Percent of monitors in each COV bin for the three data analysis groups: monitors
reporting 5-minute maximum SO, concentrations, the broader SO, monitoring network,
and SO, monitors selected for detailed analysis in 40 counties.
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7.2.5 Air Quality Concentration Metrics
For each of the data analysis groups and air quality scenarios considered, several

concentration metrics were calculated; these included the annual average, 24-hour, and 1-hour
daily maximum SO, concentrations for each site-year of data and the number of exceedances of
the potential health effect benchmark levels. The numbers of daily maximum 5-minute
concentration exceedances in a year were counted (i.e., either 1 or none per day) rather than total
number of exceedances (i.e., which confounds numbers of exceedances and days with
exceedances). To characterize the relationship between the number of days with a 5-minute
benchmark exceedance and the ambient concentration levels, staff generated two additional
outputs given the different concentration averaging times.

The first output was a comparison of the annual average SO, concentration and the
number of daily 5-minute maximum SO, concentrations above the benchmark levels in a year.
The output of this is the number of days per year a monitor had a measured or modeled
exceedance, given an annual average SO, concentration. In general, these results are graphically
depicted in this REA, though most of the individual results displayed in the figures are provided
in Appendix A-5. When considering the 40 counties used for detailed analysis, the results are
presented at the county-level, some of which had multiple ambient monitors. Therefore, the
results for the monitors within counties were aggregated to generate mean values representing
the central tendency of the county’s annual average concentrations and the numbers of days in a
year with benchmark exceedances.

The second output was the probability of potential health effect benchmark exceedances
given concentrations of short-term averaging times. It was proposed in Chapter 5 that the 1-hour
daily maximum SO; concentration would be of an appropriate averaging time in controlling the
number of daily 5-minute maximum SO, concentrations. Staff evaluated such a relationship
using the measured 5-minute and 1-hour ambient SO, concentrations to determine if this indeed
was the case. A tally was made every time a daily 5-minute maximum SO, concentration
occurred during the same hour of the day as the 1-hour daily maximum SO, concentration. The
results of this analysis, separated by benchmark exceedance level, are given in Table 7-8. The

co-occurrence of the daily 5-minute maximum and the 1-hour daily maximum SO,
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concentrations is greater than 70% at each of the benchmark levels indicating a strong

relationship between the two concentration averaging times.

Table 7-8. The co-occurrence of daily 5-minute maximum and 1-hour daily maximum SO,

concentrations using measured ambient monitoring data.

Co-occurring 5-
minute and 1-hour Total Paired Percent
daily maximums' Samples® Co-occurring
Concentration/Level (n) (n) (%)
All concentrations 106,115 130,296 81.4
> 100 ppb 6,192 8,817 70.2
> 200 ppb 2,030 2,793 72.7
> 300 ppb 1,067 1,476 72.3
> 400 ppb 700 961 72.8
Notes:
! the number of events the 5-minute maximum occurred in the same hour as the 1-hour
daily maximum.
2 total events with both a 5-minute maximum and 1-hour SO, concentration
measurement.

Given the form of the current 24-hour standard, the form of the potential alternative
standards (1-hour daily maximum), and the frequency of 5-minute SO, benchmark exceedances
(i.e., either one or none per concentration), staff generated probability functions to estimate the
likelihood of a 5-minute benchmark exceedance. These functions are useful in estimating the
probability of a 5-minute benchmark exceedance given a range of SO, concentrations at
alternative averaging times (i.e., either a 24-hour average or 1-hour daily maximum
concentration). Two approaches were used to generate the probability functions: the first was
empirically-based while the second employed a logistic regression model.

To generate the empirically-based probability functions, concentration data were first
stratified into bins using concentration midpoints, with each bin separated by 10 ppb. For
example a concentration of 53 ppb would be included in the 50 ppb bin, while a concentration of
55 ppb would fall within the 60 ppb bin. Then, the presence or absence of a daily 5-minute
benchmark exceedance given the number of values in each concentration bin (that originate from
all monitored concentrations within the bin range) was used to estimate the probability of an

exceedance. For example, if there were 105 exceedances of the 200 ppb benchmark level out of
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239 instances of a 1-hour daily maximum binned concentration of 110 ppb**, the probability of a
200 ppb benchmark exceedance would be 105/239 = 0.44 or 44 % given a 1-hour daily
maximum concentration of around 110 ppb. An example of an output from this empirically-

based probability function is illustrated in Figure 7-17 for each of the four benchmark levels.
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Figure 7-17. Example of empirically-based probability curves. The probability of a 5-minute SO,
benchmark exceedance (P) was estimated by dividing the number of days with an
exceedance by the total number of days within each 1-hour daily maximum SO,
concentration bin.

In constructing the empirical probability curves, staff noted there were fewer samples
with increasing concentrations (either 1-hour daily maximum or 24-hour average). Having too
few samples generated instability in the empirically-based probability curves at the highest 1-
hour daily maximum or 24-hour average concentrations. For example, there were very few

measured 1-hour daily maximum SO, concentrations above the 130 ppb bin considering the high

* Therefore, there were 134 instances whereby the 1-hour daily maximum of 110 ppb did not correspond to a 5-
minute maximum concentration above 200 ppb.
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population density group (Table 7-9). A total of 116 1-hour daily maximum SO, concentrations
out of 26,983 were scattered across the bins of 140 through 620 ppb, concentrations associated
with the presence or absence of a 300 ppb 5-minute benchmark exceedance. There were
increasing probabilities of 5S-minute benchmark exceedances with increasing 1-hour daily
maximum SO, concentration starting at 100 ppb; however, at 170, 210, and 230 ppb there were
lower estimated probabilities of exceedances than the preceding lower 1-hour daily maximum
SO, concentration. If using the probability data alone in Table 7-9, this would imply that at 1-
hour daily maximum concentrations of about 210-230 ppb, the likelihood of an exceedance is
less than that when considering 1-hour daily maximum concentrations between 190-200 ppb.
This is likely not the case, and in this instance, the wide range in estimated probabilities are more
a function of the small sample sizes (no more than 3 samples per bin in this case) rather than the
I-hour daily maximum SO; concentrations. Therefore, in viewing the occurrence of this issue at
small sample sizes, staff selected concentration bins having at least thirty 1-hour daily maximum
(or 24-hour average) concentrations (whether it was all, none, or a mixture of exceedances) for
inclusion in the empirically-based probability curves. As a result, the sample size limits
compressed the range of predictability offered by the empirically-based probability curves. As
an example, Figure 7-17 indicates that there were fewer than 30 samples available for
concentration bins above a 1-hour daily maximum SO; concentration of 200 ppb (note the 200

ppb bin contained 37 samples).
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Table 7-9. Example of how the probability of exceeding a 400 ppb 5-minute benchmark would be
calculated given 1-hour daily maximum SO, concentration bins.

Number of times: Probability of
Daily Maximum With no With one Exceedance
1-hour bin exceedances | exceedance (%)
100 71 0 0
110 45 2 4
120 43 1 2
130 34 1 3
140 17 1 6
150 15 2 12
160 11 4 27
170 10 2 217 €
180 8 3 27
190 1 4 80
200 1 3 75
210 1 0 2>0<¢
220 1 2 67
230 2 0 2>0<¢
240 0 2 100
250 0 2 100
Notes:
- % €< notes sharp decrease in probability from prior concentration
bin.
Data used in this table is from the high population density monitors
reporting 5-minute concentrations.

In the second approach, we generated probability curves for each of the four benchmark
levels and the time-averaged SO, concentrations (i.e., 1-hour daily maximum or 24-hour average
concentration) using proc logistic and a probit link function (SAS, 2004). The probit link

function used can be described with the following:

Bty (x)

y(x; B.y) = W J'eflz/zdt equation (7-4)

where x denotes the time averaged SO, concentration (either 1-hour daily maximum or
the 24-hour average in ppb), y denotes the corresponding probability of a 5-minute exceedance,
and f and y are two model estimated parameters used to generate predicted values. The logistic-
modeled predictions were then used to generate probability curves using all available
measurements, thereby extending the range of predictability beyond that of the empirically-based

curves. Figure 7-18 illustrates an example of logistic-modeled probability curves using the same
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data used in generating the probability curves shown in Figure 7-17. Note that predictions for
the modeled curves extend beyond the 1-hour daily maximum limits of 200 ppb when using the
empirical curves.

Prior to estimating either the empirically-based or logistic-modeled probability curves,
staff separated the monitors within each data analysis group by the population density groups;
either low (< 10,000 persons within 5 km), mid (10,001 to < 50,000 persons within 5 km), or
high (> 50,000 persons within 5 km). Staff hypothesized that there may be different exceedance
probabilities in dense population areas compared with locations having fewer residents given the
siting characteristics of the monitors with regard to the presence of emission sources. This
separation of the monitoring results by the surrounding population should be useful in
appropriately characterizing the air quality because the monitoring data are used as indicators of
potential human exposure; the results from monitors sited within greater population densities

should be more representative of potential population exposure.
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Figure 7-18. Example of logistic-modeled probability curves. The data used to generate these
modeled curves were the same used in generating the empirically-based curves in
Figure 7-17.
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7.3 RESULTS

7.3.1 Measured 5-minute Maximum and Measured 1-Hour SO, Concentrations at
Ambient Monitors — As IS Air Quality

In this first data analysis group, staff analyzed the as is air quality data solely based on
the SO, ambient monitor measurements. Ambient monitoring data were evaluated at the 98
locations where both the 1-hour and 5-minute maximum SO, concentrations were reported for
years 1997 through 2007. Due to the large size of the data set (i.e., 471 site-years), staff
summarized the number of potential health effect benchmark exceedances in a series of figures.
This analysis centered on the relationship between various concentration averaging times and the
daily 5-minute maximum SO, concentration exceedances. Descriptive statistics for the measured
daily 5-minute maximum and the 1-hour SO, concentrations are provided in Appendix A-5 and
in the SO ISA (ISA, section 2.5.2), the latter of which includes additional discussion of the
spatial and temporal variability of the 5-minute maximum and continuous 5-minute SO,
concentrations. Staff performed two broad analyses using this data analysis group; first staff
evaluated the relationship between annual average concentrations and number of days per year
with at least one 5-minute concentration above benchmark levels and then estimated the
probability of having at least one 5-minute concentration above benchmark levels given short-
term averaging times (i.e., 1-hour daily maximum and 24-hour average).

First, staff evaluated the occurrence of the daily 5-minute maximum SO, concentration
exceedances in a year. Figure 7-19 compares the number of days with 5-minute maximum SO,
concentrations above the potential health effect benchmark levels along with the corresponding
annual average SO, concentration from each max-5 monitor. Overall, there are few days in a
year with 5-minute maximum SO, concentrations above each of the potential health effect
benchmark levels. Given the data in Table 7-8, no more than 7% of the total days with
measurements had 5-minute maximum SO, concentrations above the 100 ppb benchmark, while
approximately 2%, 1%, and 0.7% of days had daily 5-minute maximum SO, concentrations
above the 200, 300, and 400 ppb levels, respectively. None of the monitors in this data set had
annual average SO, concentrations above the current annual NAAQS of 30 ppb. However,
several of the monitors in several years frequently had daily 5-minute maximum SO,
concentrations above the potential health effect benchmark levels. Many of those monitors

where frequent 5-minute benchmark exceedances occurred had annual average SO,
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concentrations between 5 and 15 ppb, with little to no correlation between the annual average
SO, concentration and the number of daily 5-minute maximum SO, concentrations above the
potential health effect benchmark levels. These data are useful in determining the number of
days in a year a particular monitor had a daily maximum exceedance of a selected benchmark
level, however from a practical perspective, the annual average concentration would be
ineffective at controlling daily 5-minute maximum SO, concentrations given the observed weak

relationships.
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Figure 7-19. The number of days per year with measured 5-minute maximum SO, concentrations
above potential health effect benchmark levels at 98 monitors given the annual average
S0, concentration, 1997-2007 air quality as /is. The level of the annual average SO,
NAAQS of 30 ppb is indicated by the dashed line.
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Second, the probability of potential health effect benchmark exceedances was estimated
given the 24-hour average and 1-hour daily maximum SO, concentrations. Figure 7-20 presents
the empirically-based and logistic-modeled probability curves given the 24-hour average SO,
concentrations and separated by the three population densities. There is an increasing probability
of a daily 5-minute maximum SO; concentration exceedance with increasing 24-hour average
concentrations at each of the potential health effect benchmark levels and for each of the
population density groups. Some deviation from increasing probability occurs near the end of
the empirically-based curves derived from the mid-population density monitors. As discussed
earlier, this observed behavior is likely a function of the small sample size rather than variability
in 24-hour SO; concentrations. The logistic-modeled curves are consistent with the empirically-
based curves; however, the modeled curves illustrate an extended concentration range and a
consistent pattern of increasing probability of 5S-minute benchmark exceedances with increasing
24-hour concentration.

Probability curves generated from monitors sited in low-population density areas exhibit
a steeper slope when compared with the other population density groups, indicating a greater
probability of a 5-minute SO, benchmark exceedance given the same 24-hour SO, concentration.
For example, the probability of exceeding a daily 5-minute maximum concentration of 200 ppb
using the empirically-based curves is 30% at the low-population density monitors given a 24-
hour average concentration of about 20 ppb. In comparison, empirically-based curves generated
from the mid- and high-population density monitors indicate that the probability of a 5-minute
benchmark exceedance at the same 24-hour concentration of 20 ppb is only about 14% and 3%,
respectively. There is a small probability (about 10%) of exceeding the 300 and 400 ppb in the
high-population density areas given a 24-hour average concentration of about 40 ppb (using
either the empirical or modeled curves), though at monitors sited in the low-population areas this
probability is greater than 50%.

The empirically-based curves are limited to estimating exceedance probabilities at or
below 24-hour concentrations of 60 ppb, with mostly unknown probabilities associated with
many of the benchmark levels and at concentrations approaching the current 24-hour standard.
For example, while the estimated probability of a daily 5-minute maximum SO, concentration

above 100 ppb is at or near 100% considering any of the population density groups, little can be
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construed from the other empirically-based curves at 24-hour concentrations above 60 ppb,
particularly at monitors sited in mid- to high-population density areas. The logistic-modeled
curves however provide the probability of benchmark exceedances at higher 24-hour
concentrations. For example, according to Figure 7-20 there would be a 100% probability of
exceeding all benchmark levels at about a 24-hour concentration of 100-120 ppb, when

considering monitors in either the mid- or high-population density areas.
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Figure 7-20. Probability of daily 5-minute maximum SO, concentrations above potential health
effect benchmark levels given 24-hour average SO, concentration, using empirical data
(left) and a fitted log-probit model (right), 1997-2007 air quality as 7/s. Both the 5-minute
maximum and 24-hour SO, concentrations were from measurements collected at 98

ambient monitors and separated by population density.
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Figure 7-21 presents similar probability curves generated from the 5-minute and 1-hour
ambient measurement data, but the probabilities of benchmark exceedances are associated with
the 1-hour daily maximum SO, concentrations instead of 24-hour average concentrations. At
each of the benchmark levels and population densities, Figure 7-21 shows increasing
probabilities of exceedances with increasing 1-hour daily maximum SO; concentrations.

Further, the probability curves have steeper slopes associated with the low-population density
group compared to the slopes of the higher population density groups. Note that while there is
uncertainty regarding the extrapolation beyond the limits imposed on the empirically-based
curves (i.e., 30 or greater samples per bin), one can be assured that the probability of an
exceedance of a daily 5-minute maximum SO, concentration of 400 ppb is 100% given a 1-hour
daily maximum SO, concentration of 400 ppb (and so on for the other 5-minute benchmark/1-
hour daily maximum SO, concentration combinations).”> As observed using the 24-hour average
concentrations, the shape of the curves beyond the imposed limits of the empirical data can be
informed by the logistic regression modeling (right column, Figure 7-21). In using the logistic-
modeled benchmark curves, a 100% probability of an exceedance is estimated to occur at about a
1-hour daily maximum concentration 50-100 ppb less that of the respective 5-minute benchmark
level.

It also should be noted that when comparing any of the 24-hour average probability
curves with corresponding 1-hour daily maximum probability curves (e.g., Figure 7-20 and
Figure 7-21) the relative slopes of the 24-hour curves are steeper. Therefore, changes in 24-hour
average SO, concentration (either higher or lower) will effectively result in greater changes in
the probability of exceedances when compared to a similar 1-hour daily maximum concentration
shift. For example, to reduce the likelihood of a 200 ppb benchmark exceedance from about
90% to 10%, 24-hour average concentrations would need to go from a level of about 50 to 20
ppb using the logistic-modeled mid-population curves. This same reduction in probability would

correspond to a 1-hour daily maximum concentration reduction of about 150 ppb to 70 ppb.

* Technically, if all 5-minute concentrations were exactly 400 ppb, the 1-hour average concentration would be 400
ppb and the S-minute maximum would not actually exceed 400 ppb. However, note that probability of exceeding
the 100 or 200 ppb benchmarks approaches 100% at less than a 1-hour daily maximum of 100 an 200 ppb,
respectively (Figure 7-18).
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Figure 7-21. Probability of daily 5-minute maximum SO, concentrations above potential health
effect benchmark levels given 1-hour daily maximum SO, concentration, using
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empirical data (left) and a fitted log-probit model (right), 1997-2007 air quality as /s.
Both the 5-minute maximum and 1-hour SO, concentrations were from measurements
collected at 98 ambient monitors and separated by population density.
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7.3.2 Measured 1-Hour and Modeled 5-minute Maximum SO, Concentrations at All
Ambient Monitors — As Is Air Quality

In the second data analysis group, staff analyzed the as is air quality using a combination
of measurement and modeled data. As described in section 7.2.3, a statistical model was applied
to 1-hour ambient SO, measurements to estimate S-minute maximum SO, concentrations. This
was done because there are a greater number of monitors in the broader SO, monitoring network
compared to subset of monitors reporting the 5-minute maximum SO; concentrations (section
7.3.1). This larger monitoring data set included 809 ambient monitors in operation at some time
during the years 1997 through 2006 that met the completeness criteria described in section 7.2.1.
This data set included 4,692 site-years of data, and combined with the estimated 5-minute SO,
concentrations using the measured 1-hour values, allowed for a comprehensive characterization
of the hourly and 5-minute SO, air quality at ambient monitors located across the U.S.
Descriptive statistics for the measured 1-hour SO, concentrations are provided in the SO ISA
(ISA, section 2.5.1) including additional discussion of the spatial and temporal variability in 1-
hour SO, concentrations.

Staff performed twenty separate model simulations to estimate the 5-minute maximum
SO, concentration associated with each 1-hour measurement. The individual simulation results
at each monitor were averaged to generate a mean number of days per year with a 5-minute
benchmark exceedance. The modeled (5-minute maximum) and measurement (1-hour) data
were analyzed in a similar manner as performed on the measured 5-minute maximum and 1-hour
SO, concentrations described in section 7.3.1. The results provided in this section were
generated using the modeled daily 5-minute maximums and the measured hourly SO,
concentrations considering 1-hour, 24-hour, and annual averaging times. Staff performed two
broad analyses; first staff evaluated the relationship between annual average concentrations and
number of days per year with at least one 5-minute concentration above benchmark levels and
then estimated the probability of having at least one 5-minute concentration above benchmark
levels given short-term averaging times (1-hour daily maximum and 24-hour average).

First, Figure 7-22 shows the number of days per year with a 5-minute SO, concentration
above benchmark levels versus the annual average SO, concentration. Fewer than 5% of total
days per year had a 5-minute SO, concentration above the 100 ppb benchmark, while

approximately 1%, 0.5%, and 0.2% of days had at least one 5-minute concentration above the

July 2009 127



200, 300, and 400 ppb benchmark levels, respectively. None of the site-years of data had annual
average SO, concentrations at or above the level of the current annual NAAQS (30 ppb).
However as described above, several site-years had predicted 5S-minute SO, concentrations above
the potential health effect benchmark levels. Many of the monitors with frequent 5-minute
benchmark exceedances had annual average SO, concentrations between 10 and 20 ppb, with a
pattern of increasing number of days per year with at least one 5-minute concentration above the
benchmark levels with increasing annual average concentrations. This pattern was most
prominent at the 100 ppb benchmark level, with progressively weaker relationships between the
number of 5-minute benchmark exceedances and annual average concentrations at each of the

higher benchmark levels.
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Figure 7-22. The number of days per year with modeled daily 5-minute maximum SO,
concentrations above potential health effect benchmark levels at 809 ambient monitors
given the annual average SO, concentration, 1997-2006 air quality as is. The level of
the annual average SO, NAAQS of 30 ppb is indicated by the dashed line.

Next, empirical and logistic-modeled probability curves were generated for this second
data analysis group. Figure 7-23 illustrates the probability of benchmark exceedances using the
modeled daily 5-minute maximum SO, concentrations and 24-hour average concentrations.
These probability curves exhibit patterns similar to that described using the pure measurement
data (Figure 7-20). For example, the probability curves generated from low-population density

area monitors are steeper than those generated using the higher population density monitors at
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each of the benchmark levels considered. In addition, the slopes of the probability curves are
generally consistent between the measured and modeled 5-minute maximum data, where
comparable 24-hour average concentrations exist.

The broader SO, monitoring network to estimate daily 5-minute maximum SO,
concentrations provides insight as to the potential shape of each empirically-based probability
curve at greater 24-hour average concentrations. The upper range of 24-hour concentrations
extends to around 70-100 ppb (Figure 7-23), while at the monitors reporting 5-minute maximum
SO, concentrations the maximum 24-hour average concentrations extends to at most between 50
and 60 ppb (Figure 7-20). The extended range of 24-hour concentrations in the empirically-
based curves provides additional support to what was stated earlier using the pure measurement
data, that is, there is a strong likelihood of 5-minute peak concentrations above the benchmark
levels at 24-hour average concentrations well below the level of the current standard. This is
further confirmed by the logistic-modeled probability curves that estimate all benchmark levels
would be exceeded at about a 24-hour concentration of 60-100 ppb, the level of which dependent
on where the monitor is sited.

The probability curves generated using the modeled 5-minute maximum and 1-hour daily
maximum SO, concentrations (Figure 7-24) also exhibit patterns consistent with those patterns
observed using the pure measurement data (Figure 7-21). Again, a wider range of 1-hour daily
maximum concentrations is observed in using the broader monitoring network when compared
with the results using the monitors reporting the 5-minute maximum SO; concentrations, giving
greater ability to discern the probability of benchmark exceedances at higher 1-hour daily
maximum SO, concentrations. When using either the empirically-based or logistic modeled
curves, a 100% probability of exceeding the 100, 200, 300, and 400 ppb benchmarks is estimated
to occur at 1-hour daily maximum concentrations of about 80, 150, 225, and 300 ppb,

respectively.
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Figure 7-23. Probability of daily 5-minute maximum SO, concentrations above potential health
effect benchmark levels given 24-hour average SO, concentrations, using empirical
data (left) and a fitted log-probit model (right), 1997-2006 air quality as is. The 5-minute
maximum SO, concentrations were modeled from 1-hour measurements collected at
809 ambient monitors and then separated by population density.

July 2009 131



Q

(&)

c

©

©

() Low Low

8 Population Population
L|>j Density Density
f — > 100 ppb — > 100 ppb
g —— > 200 ppb ~—~ > 200 ppb
© ——- > 300 ppb ——- > 300 ppb
-S ---- > 400 ppb ---- > 400 ppb
: rTrrTT T T T T T T T T T
Q S T

O

/9]

£ Mid Mid

= Population Population
> Density Density
©

= — > 100 ppb — > 100 ppb
[ —= > 200 ppb —— > 200 ppb
- ——- > 300 ppb ——- > 300 ppb
E -~~~ > 400 ppb ~~=" > 400 ppb
EI rrrrTrT T T T T T T T T T T T
n L7

>

‘©

(] ‘ , ‘

® . .

Y= High High

o Population Population
— . .

S Density Density
'

P — > 100 ppb — > 100 ppb
e —~ > 200 ppb —— > 200 ppb
-g ~—- > 300 ppb s -~ > 300 ppb
0 -~~~ > 400 ppb /7 -~~~ > 400 ppb
2 L ‘\““\““\““\7\““\{‘7—‘6\—““\‘7“‘\““\““\““\““\
o 0 50 100 150 200 250 300 350 4000 50 100 150 200 250 300 350 400

1-Hour Daily Maximum SO, Concentration (ppb)

Figure 7-24. Probability of daily 5-minute maximum SO, concentrations above potential health
effect benchmark levels given 1-hour daily maximum SO, concentrations, using
empirical data (left) and a fitted log-probit model (right), 1997-2006 air quality as /s. The
5-minute maximum SO, concentrations were modeled from 1-hour measurements
collected at 809 ambient monitors and then separated by population density.
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7.3.3 Modeled 1-Hour and Modeled 5-minute Maximum SO; Concentrations at Ambient
Monitors in 40 Counties — Air Quality Adjusted to Just Meet the Current and Potential
Alternative Standards

Staff selected forty counties to analyze 5-minute benchmark exceedances under several
air quality scenarios: as is air quality and air quality adjusted to just meeting the current and
alternative standards. The forty counties were selected using criteria discussed in section 7.2.4.
Specifically, we chose the 38 counties with 1-hour ambient monitor SO, concentrations nearest
the current NAAQS levels and two counties with a high frequency of measured daily 5-minute
maximum SO, concentrations above the potential health effect benchmark levels. The 1-hour
SO, measurement data were from 128 ambient monitors and totaled 610 site-years of
monitoring, a subset of data from the broader SO, monitoring network (see section 7.3.2). Staff
evaluated multiple alternative air quality scenarios by first adjusting the 1-hour ambient
monitoring concentrations to just meet a particular standard level (section 7.4). Then, as was
done in section 7.3.2, staff performed twenty simulations to estimate the 5-minute maximum SO,
concentration associated with each 1-hour adjusted concentration using the statistical model
described in section 7.2.3. These simulation results were combined to generate a mean estimate
for each of the metrics of interest (e.g., the number of days in a year with 5-minute maximum
SO; concentrations > 200 ppb) selected here as the best estimate from the twenty simulations.
Staff 1) evaluated the relationship between annual average concentrations and number of days
per year with at least one 5-minute concentration above benchmark levels, 2) summarized the
number of days per year with at least one 5-minute concentration above benchmark levels for
each air quality scenario, 3) compared number of days per year with at least one 5-minute
concentration above benchmark levels using two percentile forms of the potential alternative 1-
hour daily maximum standards (i.e., 98" and 99™ percentile), and 4) estimated the probability of
having at least one 5-minute concentration above benchmark levels given short-term averaging
times (1-hour daily maximum and 24-hour average).

First, staff evaluated the relationship between the short-term peak concentrations and the
level of the current annual SO, NAAQS in the selected counties. Figure 7-25 illustrates the
number of days per year with 5-minute daily maximum SO, concentrations above the potential
health effect benchmark levels along with the corresponding annual average concentrations.

Each data point represents a monitor site-year generated from the modeled 5-minute peaks and
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air quality adjusted to just meeting the current SO, standards. None of the site-years in the
selected counties had annual average concentrations above the level of the current NAAQS (30
ppb) by design®®, however there are many more site-years with a greater number of modeled
daily 5-minute maximum SO, concentrations above the potential health effect benchmark levels
than compared with that of the as is air quality. There are a decreasing number of exceedances
with increasing benchmark concentrations, though there is a greater proportion of monitors with
exceedances when considering concentrations adjusted to just meeting the current standard than
when using the as is air quality (e.g., see Figure 7-19). When considering concentrations
adjusted to just meeting the current standard, there is a stronger relationship between the annual
average concentrations and the number of benchmark exceedances than observed previously
with the as is air quality however, the strength of that relationship weakens with increasing

benchmark levels.

* The current annual SO, NAAQS is 30 ppb. Concentrations of up to 30.4 ppb are possible due to a rounding
convention. This is why there are several data points just to the right of the dashed line in Figure 7-22.
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Figure 7-25. The number of days per year with modeled 5-minute maximum SO, concentrations
above potential health effect benchmark levels per year at 128 ambient monitors in 40
selected counties given the annual average SO, concentration, 2001-2006 air quality
adjusted to just meet the current NAAQS. The level of the annual average SO, NAAQS
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Similar relationships are present between the annual average SO, concentrations and the
number of benchmark exceedances when considering the potential alternative standards. As a
reminder, to just meet the current and potential alternative standards staff estimated a unique
adjustment factor to simulate the alternative air quality. The direction of the adjustment factor
(either upwards or >1; downwards or <I) and magnitude of the adjustment factor used has a
direct impact on the estimated number of 5-minute benchmark exceedances. In general, the air
quality distributions that just meet the potential alternative standards were enveloped by the as is
air quality (i.e., a distribution with low concentrations) and the air quality adjusted to just
meeting the current standard (i.e., a distribution with generally high concentrations). Therefore,
the estimated number of days with exceedances also fell within the range of exceedances
generated using the as is air quality or the air quality adjusted to just meet the current standard.
For example, a comparison of the annual average SO, concentrations and number of daily 5-
minute maximum exceedances of 200 ppb is presented in Figure 7-26 for six air quality
scenarios: four of the 99 percentile 1-hour daily maximum potential alternative standards (i.c.,
the 100, 150, 200, and 250 ppb); the air quality adjusted to just meet the current standards; and
as is air quality.

Clearly, in using the air quality adjustment procedure combined with the statistical model
to estimate 5-minute maximum SO, concentrations, the current standard air quality scenario
allows for the greatest estimated number of days per year with potential health effect benchmark
exceedances (Figure 7-26). However, at a minimum the annual standard does provide protection
against annual average concentrations above the level of the current standard. While there were
fewer 5-minute benchmark exceedances using the 1-hour daily maximum forms of a potential
alternative standard, two of the levels (1-hour daily maximums of 200 and 250 ppb) did not
prevent annual average concentrations from exceeding the current annual standard (Figure 7-26).
High annual average concentrations become less of an issue when considering the lower levels of
the 1-hour daily maximum potential alternative standards. Even though the 99" percentile 1-
hour daily maximum standards of 100 or 150 ppb allow for greater annual average
concentrations than when considering as is air quality, all but one site-year are below the level of
the current annual standard and there are fewer estimated days per year with benchmark
exceedances. These results further demonstrate the stronger relationship 5-minute peak

concentrations have with 1-hour SO, concentrations than with annual average concentrations.
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Figure 7-26. The number of modeled daily 5-minute maximum SO, concentrations above 200 ppb per year at 128 ambient monitors in 40
selected counties given the annual average SO, concentration, 2001-2006 air quality as /s and that adjusted to just the
current and four potential alternative standards (text in graph indicate standard evaluated). The level of the annual average
SO, NAAQS of 30 ppb is indicated by the dashed line.

July 2009

137



Table 7-10. Percent of days having a modeled daily 5-minute maximum SO, concentration above
the potential health effect benchmark levels given air quality as is and air quality adjusted to just
meeting the current and each of the potential alternative standards.

Percent of Days With Daily 5-minute Maximum SO,
Air Quality Concentrations Above Benchmark Levels
Scenario’ > 100 ppb > 200 ppb > 300 ppb > 400 ppb
asis 9.1 2.4 0.9 0.5
CS 41.0 17.2 9.1 5.3
99-50 0.7 0.0 0.0 0.0
99-100 4.5 0.7 0.2 0.0
98-100 6.9 1.2 0.3 0.1
99-150 10.6 2.2 0.7 0.3
99-200 17.2 4.5 1.6 0.7
99-250 23.6 7.4 2.9 1.3
98-200 22.5 6.9 2.6 1.2
Notes:
! as is air quality is unadjusted; CS is air quality adjusted to just meet the
current standard; x-y are the x™ percentile form of a 1-hour daily maximum
level of y.

Second, staff summarized the number of days per year with 5-minute maximum SO,
concentrations above benchmark levels within the 40-county data set for additional comparisons
of the air quality scenarios. Table 7-10 provides the percent of all days above each of the
benchmark levels considering each of the air quality scenarios. Again, the scenario where air
quality just meets the current standard has the greatest percent of days with benchmark
exceedances. With each progressive decrease in the 1-hour daily maximum SO, concentration
levels of the potential alternative standards, there are fewer days with benchmark exceedances.
The percent of all days with benchmark exceedances using as is air quality was between a
potential 1-hour daily maximum alternative standard level of 100 and 150 ppb (99" percentile
form), or similar to that of the 98" percentile form at a level of 100 ppb.

Third, staff evaluated two forms of the potential alternative standards: the 99" and 98"
percentile forms, each having a 1-hour daily maximum level of either 100 or 200 ppb. For
example, Figure 7-27 indicates that nearly all site-years have a greater estimated number of days
per year with benchmark exceedances given the 98" percentile form when compared with a 99"
percentile form at the same level. This is expected given the number of allowable 1-hour SO,
concentrations above the 200 ppb level for each of the percentile forms. The two air quality
scenarios were compared on a monitor-to-monitor basis and on average, the 98" percentile form

allowed for approximately 46, 68, 84, and 86% more benchmark exceedances considering the
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100, 200, 300, and 400 ppb benchmark levels, respectively when compared with the 99™
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Figure 7-27. The number of days per year with modeled 5-minute maximum SO, concentrations
above benchmark levels given the 99" and 98" percentile forms, using the 40-county
air quality data set adjusted to just meet a 1-hour daily maximum level of 200 ppb.

When a 1-hour daily maximum level of 100 ppb was considered, on average the 98"

percentile form of the potential alternative standard allowed for approximately 68, 90, 84, and
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74% more benchmark exceedances at each monitor considering the 100, 200, 300, and 400 ppb
benchmark levels, respectively when compared with the 99™ percentile form. While generally
there were greater differences in the percent of exceedances for the two forms when considering
the 100 ppb level compared with the 200 ppb level, there were far fewer site-years with

benchmark exceedances (Figure 7-28).
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Figure 7-28. The number of days per year with modeled 5-minute maximum SO, concentrations
above benchmark levels given the 99" and 98" percentile forms, using the 40-county
air quality data set adjusted to just meet a 1-hour daily maximum level of 100 ppb.
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Fourth, staff estimated the probability of potential health effect benchmark exceedances
given the adjusted air quality scenarios and short-term averaging times. Again, patterns in the
curves were consistent with what was observed and described previously; monitors within low-
population density areas had steeper probability curves compared with those in higher population
density areas. Further, there were similarities in the shape and the steepness of the curves when
comparing the adjusted air quality probability curves with the curves developed from the
corresponding as is air quality. Therefore, for the sake of brevity, all of the probability curves
for each of the alternative standards are not presented. However, there were some differences in
the probability curves worthy of presentation and discussion, using the empirically-based curves
for the demonstration.

Figure 7-29 presents the probability of a 5-minute benchmark exceedance using as is air
quality and air quality adjusted to just meet the current standard, given 1-hour daily maximum
SO, concentrations. In general, all of the corresponding probability curves for all of the air
quality scenarios overlap when considering the 100 and 200 ppb benchmark levels. However,
the probability curves associated with exceeding the 300 and 400 ppb benchmark levels were of
similar slope, but shifted to the left when considering the as is air quality compared with the
current standard scenario. This is likely a function of the non-linear form of the statistical model
used to estimate the 5-minute maximum SO, concentrations, the proportional adjustment
procedure to simulate alternative standards, and the form of the air quality characterization
metric used.

When adjusting the 1-hour SO, concentrations upwards using a proportional factor, a
corresponding proportional increase in the number of days per year with benchmark exceedances
does not necessarily follow. The statistical model uses multiple distributions of PMRs, not
linearly related to 1-hour SO, concentrations. Certainly, the total number of days in a year with
benchmark exceedances will increase with an upward adjustment of air quality, and does so as
observed in Figure 7-26. However, the greatest proportion of monitoring days within any of the
air quality scenarios is comprised of days without an exceedance (see Table 7-10). The
frequency of exceedances of the higher benchmarks is very low using the as is air quality; the
few added days with estimated exceedances of 300 or 400 ppb using the simulated air quality is
not proportional to the universal increase in hourly concentrations applied to all 1-hour

concentrations. Therefore the probability curves tend to be less steep with the upward 1-hour
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concentration adjustments when considering the higher benchmark levels. Furthermore, days
already having an exceedance are only counted once, that is, if there were an exceedance on a
given day using the as is air quality, it is likely that the same day would also have an exceedance
using the adjusted air quality, only it is associated with a greater 1-hour (or 24-hour average)
concentration. Again, the 1-hour concentrations are increased without corresponding
proportional increase in the number of exceedances when comparing the two air quality
scenarios. Conversely, it could also be argued that there may be an increased probability of daily
5-minute exceedances of 300 and 400 ppb when using air quality with a relatively low
concentration distribution (such as with the as is air quality) compared with a distribution of
higher concentrations (such as with the current standard scenario). However, it should be noted
that the total number of benchmark level exceedances in a year (and the absence of exceedances
at the same high 1-hour daily maximum concentration) under either of these scenarios would be
very few, with far fewer numbers of exceedances associated with the relatively low
concentration air quality.

This discussion of probability curves can be extended to each of the potential alternative
standards. For example, Figure 7-30 illustrates a range in each of the probability curves given
each of the alternative air quality scenarios and using monitors sited within high-population
density areas. The 100 and 200 ppb benchmark level probability curves exhibit a narrow range
across each of the adjusted air quality scenarios. While the estimated 300 and 400 ppb
probability curves are wider than the 100 and 200 ppb curves, there is still agreement in the
estimated probabilities at many of the 1-hour daily maximum SO, values. The range in
probability curves tended to be widest at the lowest probabilities/1-hour daily maximum SO,
concentrations within a given benchmark, likely indicating a greater uncertainty in the
relationship between exceedance of the daily 5-minute maximum SO, concentrations of 300 and
400 ppb and 1-hour daily maximum SO, concentrations less than 130 ppb and 180 ppb,

respectively.
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Figure 7-29. Probability of daily 5-minute maximum SO, concentrations above potential health
effect benchmark levels given 1-hour daily maximum SO, concentrations, 2001-2006 air
quality as /s and that adjusted to just meet the current NAAQS. The 5-minute maximum
concentrations were modeled from 1-hour measurements collected at 128 ambient
monitors from 40 selected counties and then separated by population density within 5
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Figure 7-30. Probability of daily 5-minute maximum SO, concentrations above potential health
effect benchmark levels given 1-hour daily maximum SO, concentrations, 2001-2006 air
quality adjusted to just meet the current and each of the potential alternative standards
(99th percentile form). The 5-minute maximum concentrations were modeled from 1-
hour measurements collected at 128 ambient monitors from 40 selected counties, high-
population density monitors.

While there are similarities in the probability of daily 5-minute maximum benchmark
exceedances for each of the potential alternative standard scenarios given either the 1-hour daily
maximum or 24-hour average SO, concentrations, there are large differences in the total number
of exceedances given a particular county and air quality scenario. Table 7-11 presents the mean
number of days in a year where the daily 5-minute maximum SO, concentration was above 100
ppb in each of the 40 selected counties and for all air quality scenarios. In considering air quality
adjusted to just meeting the current standard and the level of the highest potential alternative
standards (200 and 250 ppb 1-hour daily maximum), counties such as Hudson NJ, Tulsa OK, and
Wayne WV were estimated to have the greatest number of benchmark exceedances. On average
there would be between 100 and 200 days of the year with 5-minute maximum SO,
concentrations above 100 ppb in these counties. Most of the other locations though had fewer
than 100 benchmark exceedances in a year, particularly when considering the two potential
alternative 1-hour daily maximum standards. Air quality simulating just meeting the current
standard was associated with the greatest number of estimated exceedances at most locations.
This consistent pattern was observed with each of the benchmark levels (see below) indicating

the limited influence the current standard has on the estimated number of 5-minute benchmark
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exceedances. Decreases in the potential alternative standard level corresponded with decreases
in the number of days per year with benchmark exceedances. Most counties have fewer mean
estimated 5-minute benchmark exceedances of 100 ppb using air quality adjusted to just meeting
the 99™ percentile daily 1-hour maximum concentration of 100 ppb, than that estimated using the
as is air quality. The were 11 counties that only achieve reduction in the number of benchmark
level exceedances from as is air quality when considering the 99™ percentile daily 1-hour
maximum concentration of 50 ppb. This means that to improve current air quality in most
locations, a level below 100 ppb would need to be selected when using a 99 percentile 1-hour
daily maximum standard form.

In addition, the two percentile forms of the alternative standards (98" and 99") were
evaluated each at two 1-hour daily maximum standard levels (100 and 200 ppb) (Table 7-11).
The estimated number of exceedances using a 98" percentile 1-hour daily maximum alternative
standard level of 100 ppb fell within those estimated using 99" percentile levels of 100 and 150
ppb. The estimated number of exceedances using a 98" percentile 1-hour daily maximum
alternative standard level of 200 ppb was similar to the 99" percentile using a 250 ppb 1-hour
concentration level. Both of these patterns were consistent when comparing the different
standard forms for each the 5-minute benchmarks (see Tables 7-12 through 7-14).

There were fewer estimated exceedances of 200 ppb given the potential alternative
standards than compared with the current standard scenario (Table 7-12). Most counties had
fewer than forty days per year with 5-minute SO, concentrations above 200 ppb considering the
1-hour daily maximum standards, while the number of exceedances was approximately double
that when using air quality adjusted to just meet the current standard. With progressive
decreases in the 1-hour daily maximum standard level, the number of days per year with 5-
minute maximum SO, concentrations also decreases. In 75% of counties, the estimated number
of benchmark exceedances using as is air quality was above that estimated using 1-hour daily
maximum standard level of 100 ppb. The 99" percentile 1-hour daily maximum concentration
level of 50 ppb was associated with the fewest days with 5-minute maximum SO, concentrations
above 200 ppb. On average most locations had zero exceedances of the 200 ppb benchmark
level.

Similar results are presented for each the 300 ppb (Table 7-13) and the 400 ppb (Table 7-

14) 5-minute benchmark levels, though the difference in the number of exceedances between the
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current standard and the other air quality scenarios is much greater than was observed for the
lower benchmark levels. Most counties had a 5-fold (or greater) number of days with daily 5-
minute maximum SO, concentrations above 300 or 400 ppb when considering air quality just
meeting the current standard compared with air quality adjusted to just meet the 99" percentile 1-
hour daily maximum level of 250 ppb. The number of exceedances given as is air quality was
still within the range of values estimated using the potential standard levels of 100 and 200 ppb;
in most counties it was fewer than 10 days per year. Most counties did not have any estimated
days per year with 5-minute maximum SO, concentrations above 400 ppb given a 99™ percentile
1-hour daily maximum of 100 ppb, while 75% of the counties had 1 or fewer exceedances of 300

ppb considering this same potential alternative standard.
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Table 7-11. Modeled mean number of days per year with 5-minute maximum concentrations
above 100 ppb in 40 selected counties given 2001-2006 air quality as is and air quality adjusted to
just meet the current and alternative standards.

99th percentile1 98th percentile1
State | County as is’ cs' 50 100 150 200 250 100 200
AZ Gila 119 234 9 36 63 89 111 47 107
DE New Castle 21 123 1 8 19 34 50 12 46
FL Hillsborough 22 127 3 12 23 37 50 18 53
IL Madison 24 166 1 11 25 42 60 18 61
IL Wabash 42 139 6 17 30 43 54 29 64
IN Floyd 47 21 8 24 43 62 81 34 83
IN Gibson 58 122 8 23 37 50 63 29 61
IN Lake 17 186 3 20 41 64 91 31 93
IN Vigo 27 184 2 12 27 44 63 21 68
1A Linn 29 103 8 25 42 56 68 32 66
1A Muscatine 34 123 9 26 41 54 68 32 65
MI Wayne 29 134 2 18 40 62 80 25 76
MO Greene 20 92 8 24 37 47 59 30 57
MO Iron 65 108 9 30 40 48 55 34 54
MO Jefferson 70 150 6 22 37 50 61 31 61
NH Merrimack 46 118 7 31 52 68 81 37 76
NJ Hudson 3 145 1 20 62 111 161 35 150
NJ Union 2 117 1 16 51 98 141 25 122
NY Bronx 8 124 2 28 71 115 155 39 137
NY Chautauqua 38 172 6 18 33 50 70 23 65
NY Erie 60 163 13 34 52 68 83 39 75
OH Cuyahoga 16 203 2 23 55 93 122 39 129
OH Lake 44 164 3 20 41 61 80 27 73
OH Summit 51 198 3 23 51 81 110 30 96
OK Tulsa 26 202 4 43 93 133 162 62 154
PA Allegheny 30 159 1 8 22 41 65 12 58
PA Beaver 76 194 2 11 30 55 83 18 79
PA Northampton 14 130 2 25 56 87 114 41 127
PA Warren 63 110 3 17 33 48 62 25 62
PA Washington 25 185 2 21 53 88 125 29 110
TN Blount 62 116 3 19 42 63 83 26 75
TN Shelby 11 144 3 13 26 39 53 21 57
TN Sullivan 75 201 2 20 49 74 94 40 100
TX Jefferson 24 132 3 19 40 58 75 24 68
VA Fairfax 0 109 1 17 54 98 143 29 129
A Brooke 76 220 3 25 62 101 140 40 135
wv Hancock 78 207 2 21 52 86 118 32 110
WV Monongalia 39 172 3 15 26 38 50 22 54
wv Wayne 30 201 4 33 83 138 180 47 166
VI St Croix 8 67 1 4 11 20 30 10 37
Notes:
! These are the air quality scenarios evaluated: as is is unadjusted air quality; CS is air quality adjusted to just
meet the current standard; the levels of the two percentile forms (99" and 98") of a 1-hour daily maximum
potential alternative standard are given.
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Table 7-12. Mean number of modeled days per year with 5-minute maximum concentrations

above 200 ppb in 40 selected counties given 2001-2006 air quality as is and that adjusted to just

meet the current and alternative standards.

99th percentile1 98th percentile1

State | County as is’ cs' 50 100 150 200 250 100 200
AZ Gila 55 171 0 9 22 36 49 15 47
DE New Castle 4 38 0 1 4 8 13 2 12
FL Hillsborough 6 50 1 3 7 12 17 5 18
IL Madison 5 66 0 1 5 11 17 3 18
IL Wabash 17 75 1 6 11 17 23 11 29
IN Floyd 17 117 1 7 16 24 33 12 34
IN Gibson 28 70 1 8 16 22 30 11 29
IN Lake 2 80 0 3 10 20 31 6 31
IN Vigo 6 90 0 2 6 12 19 4 21
1A Linn 10 53 2 8 17 25 34 12 33
1A Muscatine 14 57 1 9 18 26 34 12 32
MI Wayne 5 61 0 2 9 18 29 4 25
MO Greene 6 47 1 8 16 24 31 12 30
MO Iron 44 77 0 9 21 29 36 13 34
MO Jefferson 38 99 0 6 14 22 29 11 31
NH Merrimack 14 68 1 7 18 30 42 10 37
NJ Hudson 0 31 0 1 7 20 39 3 34
NJ Union 0 22 0 1 6 15 31 2 24
NY Bronx 0 32 0 2 11 27 48 3 38
NY Chautauqua 15 88 1 6 11 18 25 8 24
NY Erie 29 86 2 13 24 34 43 15 38
OH Cuyahoga 1 85 0 2 10 23 38 5 38
OH Lake 11 71 0 3 10 20 30 4 26
OH Summit 11 96 0 3 12 24 37 4 31
OK Tulsa 2 112 0 5 19 42 69 9 62
PA Allegheny 5 52 0 1 3 8 14 1 12
PA Beaver 17 88 0 2 5 11 20 3 18
PA Northampton 2 40 0 3 10 25 40 5 41
PA Warren 25 52 0 3 9 17 25 6 25
PA Washington 3 66 0 2 10 21 36 4 29
TN Blount 19 54 0 3 10 20 31 4 26
TN Shelby 2 35 0 3 7 13 20 5 21
TN Sullivan 21 121 0 2 9 21 35 6 39
TX Jefferson 5 71 0 3 10 19 29 5 25
VA Fairfax 0 21 0 1 6 17 34 2 28
A Brooke 16 96 0 3 12 26 43 6 40
wv Hancock 17 96 0 2 9 21 36 4 32
WV Monongalia 15 63 0 3 9 15 21 6 22
wv Wayne 3 71 0 4 16 33 58 6 48
VI St Croix 2 24 0 1 3 4 7 2 10
Notes:

! These are the air quality scenarios evaluated: as is is unadjusted air quality; CS is air quality adjusted to just
meet the current standard; the levels of the two percentile forms (99" and 98") of a 1-hour daily maximum

potential alternative standard are given.
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Table 7-13. Mean number of modeled days per year with 5-minute maximum concentrations
above 300 ppb in 40 selected counties given 2001-2006 air quality as is and that adjusted to just
meet the current and alternative standards.

99th percentile1 98th percentile1

State | County as is’ cs' 50 100 150 200 250 100 200
AZ Gila 31 130 0 2 9 18 27 4 25
DE New Castle 1 17 0 0 1 3 5 1 5
FL Hillsborough 3 27 0 1 3 6 8 2 9
IL Madison 1 35 0 0 1 4 7 1 7
IL Wabash 9 50 0 2 6 9 13 6 17
IN Floyd 8 75 0 3 8 13 18 5 19
IN Gibson 16 47 0 3 7 13 18 4 17
IN Lake 0 42 0 1 3 8 13 2 13
IN Vigo 2 49 0 1 2 5 8 1 9
1A Linn 5 35 0 4 8 14 19 6 19
1A Muscatine 6 39 0 4 9 15 20 6 19
Mi Wayne 1 32 0 0 2 6 12 1 10
MO Greene 2 32 0 3 7 13 19 5 18
MO Iron 33 61 0 1 9 17 24 4 23
MO Jefferson 24 72 0 1 6 11 17 4 18
NH Merrimack 5 46 0 3 7 14 22 4 19
NJ Hudson 0 7 0 0 1 4 10 0 9
NJ Union 0 5 0 0 1 3 8 0 6
NY Bronx 0 9 0 0 2 7 16 0 11
NY Chautauqua 9 52 0 2 6 10 13 3 12
NY Erie 17 59 0 5 13 20 27 6 24
OH Cuyahoga 0 39 0 0 2 7 13 1 13
OH Lake 3 41 0 0 2 7 13 1 10
OH Summit 2 51 0 1 3 8 15 1 12
OK Tulsa 0 60 0 1 4 12 26 2 22
PA Allegheny 1 21 0 0 1 2 4 0 4
PA Beaver 6 42 0 0 2 4 7 1 6
PA Northampton 1 16 0 1 3 7 15 1 14
PA Warren 11 31 0 1 3 7 11 1 11
PA Washington 1 28 0 0 2 7 13 1 10
TN Blount 7 28 0 0 3 7 13 1 10
TN Shelby 0 19 0 1 3 6 9 2 10
TN Sullivan 7 83 0 0 2 6 12 2 15
TX Jefferson 1 43 0 1 3 7 13 1 10
VA Fairfax 0 5 0 0 1 4 9 0 7
WV Brooke 5 45 0 1 4 8 16 2 15
A% Hancock 4 48 0 0 2 6 12 1 10
WV Monongalia 7 36 0 1 3 6 11 2 12
A% Wayne 1 31 0 1 4 10 21 1 16
VI St Croix 0 11 0 0 1 2 3 1 4
Notes:

! These are the air quality scenarios evaluated: as is is unadjusted air quality; CS is air quality adjusted to just

meet the current standard; the levels of the two percentile forms (99" and 98") of a 1-hour daily maximum
potential alternative standard are given.
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Table 7-14. Mean number of modeled days per year with 5-minute maximum concentrations

above 400 ppb in 40 selected counties given 2001-2006 air quality as is and that adjusted to just

meet the current and alternative standards.

99th percentile1 98th percentile1
State | County as is’ cs' 50 100 150 200 250 100 200
AZ Gila 18 102 0 0 3 9 15 1 14
DE New Castle 0 9 0 0 0 1 2 0 2
FL Hillsborough 2 17 0 1 2 3 5 1 5
IL Madison 0 21 0 0 0 1 3 0 3
IL Wabash 6 36 0 1 4 6 8 3 10
IN Floyd 5 52 0 1 4 8 11 3 12
IN Gibson 10 34 0 1 4 8 11 2 12
IN Lake 0 23 0 0 1 3 6 1 6
IN Vigo 1 30 0 0 1 2 3 1 4
1A Linn 2 24 0 2 5 9 12 3 12
1A Muscatine 3 28 0 2 5 9 13 2 12
Mi Wayne 0 18 0 0 1 2 5 0 4
MO Greene 1 23 0 1 4 8 12 2 11
MO Iron 25 50 0 0 3 9 15 1 13
MO Jefferson 16 54 0 0 2 6 10 1 11
NH Merrimack 2 31 0 1 3 7 12 1 10
NJ Hudson 0 2 0 0 0 1 3 0 3
NJ Union 0 1 0 0 0 1 2 0 2
NY Bronx 0 2 0 0 0 2 5 0 3
NY Chautauqua 6 34 0 1 3 6 9 2 8
NY Erie 10 44 0 2 7 13 18 3 15
OH Cuyahoga 0 19 0 0 1 2 5 0 5
OH Lake 1 25 0 0 1 3 6 0 4
OH Summit 1 30 0 0 1 3 6 0 5
OK Tulsa 0 30 0 0 1 4 10 0 8
PA Allegheny 0 10 0 0 0 1 2 0 1
PA Beaver 3 22 0 0 1 2 3 0 3
PA Northampton 0 7 0 0 1 3 6 1 5
PA Warren 5 19 0 0 1 3 6 0 6
PA Washington 0 13 0 0 1 2 5 0 4
TN Blount 3 15 0 0 1 3 5 0 4
TN Shelby 0 12 0 0 1 3 5 1 5
TN Sullivan 3 58 0 0 1 2 5 0 6
TX Jefferson 1 27 0 0 1 3 6 1 5
VA Fairfax 0 1 0 0 0 1 3 0 2
A Brooke 2 24 0 0 1 3 7 0 7
wv Hancock 1 25 0 0 0 2 5 0 4
WV Monongalia 3 25 0 0 1 3 5 1 6
wv Wayne 0 14 0 0 1 4 8 0 6
\ii St Croix 0 6 0 0 0 1 2 0 2
Notes:

! These are the air quality scenarios evaluated: as is is unadjusted air quality; CS is air quality adjusted to just
meet the current standard; the levels of the two percentile forms (99" and 98") of a 1-hour daily maximum
potential alternative standard are given.
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7.4 VARIABILITY ANALYSIS AND UNCERTAINTY
CHARACTERIZATION

As discussed in section 6.6, there can be variability and uncertainty in risk and exposure
assessments. This section presents a summary of and associated discussions regarding the
degree to which variability was incorporated in the air quality analyses and how the uncertainty

was characterized for the estimated air quality benchmark exceedances.

7.4.1 Variability Analysis
To the maximum extent possible given the data, time, and resources available for the

assessment, staff accounted for variability within the two main components of the air quality
characterization: the ambient monitoring concentrations and the statistical model used to
estimate S-minute maximum SO, concentrations. The variability accounted for in this analysis is

summarized in Table 7-15.

Table 7-15. Summary of how variability was incorporated into the air quality characterization.

Component Variability Comment

Broader SO, monitoring network and monitors
Temporal: 10 to 11 years of 1- | reporting 5-minute maximum concentrations.
hour and 5-minute monitoring | Subset of 40 counties for detailed analyses

data comprised two 3-year periods (2001-2003; 2004-
2006)
Broader SO, monitoring network. Other analyses
Ambient SO, Spgtial_: 48 staFes plus 3 US conside_red mon?tor results separated b_y
Monitoring Data territories totaling 407 population density. Subset of 40 counties for
counties. detailed analyses comprised 18 states and 1 US
territory.

40 county analysis included air quality as is, just
meeting the current standard and 5 levels (50,
9 air quality scenarios 100, 150, 200, 250 ppb) of two percentile forms
(98" and 99"™); effectively creating a varying
decision surface.

PMR distributions used non-parametric form
derived from measurement data (complete range
of values from 1 to <12). Three monitor

5-Minute Peak 19 peak-to-mean (PMR) concentration variability bins used as a surrogate
Statistical Model | distributions for variability in local source emissions, along with
seven concentration bins. Twenty simulations
using random sampling generated a best estimate
of exceedances per site-year of data.

7.4.2 Uncertainty Characterization
As discussed in section 6.6, the approach for evaluating uncertainty was adapted from

guidelines outlining how to conduct a qualitative uncertainty characterization (WHO, 2008).

Staff selected the mainly qualitative approach given the limited data available to inform a
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probabilistic uncertainty characterization, and time and resource constraints. This qualitative
approach used here varies from that of WHO (2008) in that the primary focus is placed on
evaluating the impact of the uncertainty; that is, staff qualitatively rate how the source of
uncertainty, in the presence of alternative and possibly improved data or information, may affect
the estimated number of days with benchmark exceedances. In addition, and consistent with the
WHO (2008) guidance, staff discuss the uncertainty in the knowledge-base (e.g., the accuracy of
the data used, acknowledgement of data gaps) and decisions made (e.g., selection of particular
model forms), though qualitative ratings were assigned only to uncertainty regarding the
knowledge-base.

After identifying the key sources of the assessment that may contribute to uncertainty, staff
subjectively scaled the magnitude®” of each identified source of uncertainty and the associated
direction of potential influence to the number of benchmark exceedances. We used a three level
scale to rate the magnitude: low indicated that large changes within the source of uncertainty
would have only a small effect on the estimated number of exceedances, medium implied that a
change within the source of uncertainty may have a proportional effect on the results, and high
indicated that a small change in the source would have a large effect on results. The direction of
influence on number of exceedances was subjectively assigned as over-estimated, under-
estimated, both (uncertainty affects assessment endpoint in either direction), or unknown (no
evidence to judge the uncertainty). Staff also subjectively scaled the knowledge-base uncertainty
associated with each identified source using a three level scale: low indicated significant
confidence in the data used and its applicability to the assessment endpoints, medium implied
that there were some limitations regarding consistency and completeness of the data used or
scientific evidence presented, and high indicated the knowledge-base was extremely limited.

Table 7-16 provides a summary of the sources of uncertainty identified in the air quality
characterization, the level of uncertainty, and the overall judged bias of each. Further discussion
regarding each of these sources of uncertainty and how conclusions were drawn is given in the

sections that follow.

" This is synonymous with the “level of uncertainty” discussed in WHO (2008), section 5.1.2.2.
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Table 7-16. Summary of qualitative uncertainty analysis for the air quality and health risk characterization.

Influence of Uncertainty on
Air Quality Benchmark Knowledge-
Exceedances Base

Source Type Direction Magnitude Uncertainty Comments’

INF: There may be a limited number of poor quality high
concentration data within the analytical data sets,
potentially influencing the number of benchmark
Database Over Low Low exceedances.

Quality KB: Data used in the analyses are of high quality. There
is no other source of monitoring data as comprehensive.
Data are being used in a manner consistent with one of
the defined purposes of ambient monitoring.

Air Quality Data

INF: Potential interferences can be controlled; the
. influence may be of greater magnitude when considering
Ambient . .
Low — . upward concentration adjustment procedure.

Measurement Interference Both . Medium L ) .

. Medium KB: Limited knowledge on concentration dependencies at
Technique . . L !

high concentrations. Limited knowledge of interference

controls applied at individual monitors.

INF: Temporal scale is appropriate for analysis performed.
Temporal Most data used are screened for temporal completeness;

: however where 5-minute concentrations were reported,
Representation Low — .

o Scale Unknown . Medium data were not screened for completeness.

of Monitoring Medium S T ,
Data KB: Limited knowledge on direction or magnitude;
however 60% of data used would have passed

completeness criteria.

INF: Staff assumed there was an equal probability of
missing low and high concentration 5-minute
measurements; there could be a few missing high
concentration data that would lead to underestimation in
benchmark exceedances. No interpolation was
performed.

KB: All available data are quality assured; most of the
data used were temporally complete.

Missing Data Under Low Low
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Source

Type

Influence of Uncertainty on
Air Quality Benchmark
Exceedances

Direction

Magnitude

Knowledge-
Base
Uncertainty

Comments’

Years
Evaluated

Over

Low

Low

INF & KB: Little variation in COV and PMRs over years of
analysis. Estimates of the probability of exceedances are
likely not affected. Estimated number of exceedances
could be influenced by historically high concentrations.

Spatial
Representation
of Monitoring
Network

Broader SO,
Network and 40
County Data
Set

Under

Medium

High

INF: It is possible that the current network is not
adequately capturing 1-hour SO, from a few localized
sources. However, given the purpose of the network and
purpose of the assessment, staff judges there may be at
most a medium level of influence on results with improved
spatial representation.

KB: Many site-years available from monitors reporting 1-
hour concentrations; However, there are no data available
to evaluate the spatial representativeness of existing
network.

5-minute
Maximum SO,

Under

Medium

High

INF: Distribution of sources potentially influencing
monitors is similar to that of the broader SO, network even
with limited geographic span.

KB: Very few site-years available from monitors reporting
5-minute measurements.

Air Quality
Adjustment
Procedure

Proportional
Approach Used

Both

Low —
Medium

Medium

INF: Depends on the degree of proportionality in the air
quality distribution and the magnitude of the ambient
concentration adjustment.

KB: Proportional approach judged adequate in
representing the alternative air quality scenarios.
However, evaluation only conducted in 7 of 40 counties,
was dependent on historic air quality as representative of
alternative scenarios, and there was some evidence of
deviation from proportionality. Also only one adjustment
method was investigated.
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Source

Type

Influence of Uncertainty on
Air Quality Benchmark
Exceedances

Direction

Magnitude

Knowledge-
Base
Uncertainty

Comments’

Spatial Scale

Both

Medium

High

INF: The rate of change in concentrations over time was
moderately different at monitors within a county.

KB: Analysis is dependent on historic air quality as
representative of alternative air quality scenarios. There
is lack of knowledge regarding how changes in emissions
would affect multiple monitors in a county.

Statistical Model
Used for
Estimating 5-
minute SO,
Concentrations

Data Screening

Over

Low

Low

INF & KB: Less than 2% of data were removed.

Physically realistic PMR bounds were set. Screened data
were mostly of low 1-hour concentrations that would never
generate a benchmark exceedance.

Temporal
Variation in
PMRs

None

Low

Low

INF: Consistency in PMRs across period of analysis.
KB: Consistency in PMRs when compared with late 1980s
and early 1990s ambient monitoring data.

Distribution
Form of PMRs

None

Low

Low

INF & KB: Non-parametric distributions were determined
the most appropriate for the analysis.

Accuracy

Both

Low —
Medium

Medium

INF: Accuracy assessment indicated good agreement,
though at upper and lower tails of prediction distribution,
the number of exceedances were under- and over-
estimated, respectively.

KB: Though cross-validation results were reasonable,
there may be additional influential variables that may be
important in the model construction and possibly not
available in extrapolating to the broader data set.

Reproducibility

None

Low

Low

INF & KB: Limited variation observed in the estimated
mean number of benchmark exceedances following
random sampling error analysis.

Potential Health
Risk Endpoints
Used?

Ambient SO, as
an Indicator of
SO, Exposure

Over

Medium

High

INF: Long-term time averaging comparisons indicate a
strong proportional relationship between ambient
concentration and personal exposure.

KB: The relationship between 5-minute personal exposure
and ambient concentration is not known.
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Influence of Uncertainty on

Air Quality Benchmark Knowledge-
Exceedances Base
Source Type Direction Magnitude Uncertainty Comments’
INF & KB: Severe asthmatics are typically not challenged
in clinical studies due to expectations of a significant
Consideration adverse response. Potential health risk could be over- or
of Suscentible Unknown Low Medium under-estimated depending on the level of the lowest
Po ulatiopns benchmark selected to represent susceptible individuals.
P KB: There is no clear quantitative evidence indicating
lowest benchmark would either be health protective or at a
level a susceptible individual would respond.
Averaging Time None Low Low INF & KB: consistently no difference reported in observed
9ing responses from either 5- or 10-minute clinical studies.
INF: Potential health risk may be under-estimated
. because approximately 50% of days with a single
i;ngle Counts exceedance correspond with another (or more)
Exceedances exceedance(s) in that same day. However, in this air
versus Multiole Under Low Medium quality analysis, time of exposure is not considered, thus
Exceedancez limiting the relevance of multiple exceedances.
or da KB: Frequency of multiple exceedances per day using
P y existing measurement data is known for limited number of
monitoring sites.
Notes:

' INF refers to comments associated with the influence rating; KB refers to comments associated with the knowledge-base rating.
2 In these cases the influence of the uncertainty to the potential health risk is discussed, not the influence to the estimated number of exceedances.
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7.4.2.1 Air Quality Data
The purpose of this section is to discuss staff assumptions and potential uncertainties

associated with the data used to construct the various analytical data sets. While the data are
being used in a manner consistent with one of the defined purposes of ambient monitoring (i.e.,
assessing population exposure), both the source of data and its associated quality are discussed.
The uncertainty regarding temporal and spatial components of the ambient monitoring data sets
is discussed in sections 7.4.2.3 and 7.4.2.4, respectively.

The Air Quality System (AQS) contains ambient SO, concentrations collected by EPA,
state, local, and tribal air pollution control agencies from hundreds of monitoring stations across
the U.S. There are no alternative ambient monitoring data sets available that are as
comprehensive as those within AQS. There might be ambient monitoring data available that are
not included in the AQS however, staff assumed that given similar collection techniques and
quality assurance methods that they would be complementary to AQS monitoring data.

One basic assumption is that the AQS SO, air quality data used are quality assured
already. Methods exist for ensuring the precision and accuracy of the ambient monitoring data
(e.g., EPA, 1983). Reported concentrations contain only valid measures, since values with
quality limitations are not entered into the system or are removed following determination of
being of lower quality or flagged. There is likely no selection bias in retaining data that are not
of reasonable quality if the data are in error; it was assumed that selection of high concentration
poor quality data would be just as likely as low concentration data of poor quality. However, the
retention of poor quality high concentration data would have greater impact on estimated
numbers of exceedances than poor quality low concentration data. Given the numbers of
measurements used for the analyses though, it is likely that even if a few poor quality high
concentration data are present in the analytical data sets, they would not have a large impact on
the results presented here. In addition, a quantitative analysis of available duplicate measures
(i.e., originating from co-location of ambient monitors or by duplicate reporting of ambient
concentrations, see Appendix A-3) indicated little to no difference in the duplicate values or in
the selection of one particular reported (or measured) value over another.

Based on this evaluation, the source and the quality of the ambient monitoring data used

likely contribute minimally to uncertainty in the estimated number of benchmark exceedances.
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Thus, there is both a low level of uncertainty in the knowledge-base and in the subjectivity of

choices made by staff.

7.4.2.2 Ambient Measurement Technique
One potential source of uncertainty within the SO; air quality measurements is from

interference with other compounds. The ISA notes several sources of positive and negative
interference that could increase the uncertainty in the measurement of ambient SO,
concentrations (ISA, sections 2.3.1 and 2.3.2). Many of the identified sources (e.g., polycyclic
aromatic hydrocarbons, stray light, collisional quenching) were described as having limited
impact on SO, measurement due to the presence of instrument controls that prevent the
interference.

The actual impact on any individual monitor though is unknown; the presence of either
negative or positive interference, and the degree of interference contributed by one or the other,
has not been quantified for any ambient monitor. In addition, it is not known whether there is a
concentration dependence on the amount of interference. This may be an important uncertainty
in considering the air quality concentrations adjusted to just meet the current and potential
alternative standards.

Reported ambient monitoring concentrations could be either over- or under-estimated
depending on the type of interference present. Staff judges the magnitude of influence as low to
medium, given the potential range of instrument controls present (low magnitude) and possibility
for concentration dependence (medium magnitude). The uncertainty in the knowledge-base is
judged as medium given the limited quantitative evidence available to assess the potential
direction and magnitude of interference at individual monitors, as well as limited evidence

regarding the presence of concentration dependence.

7.4.2.3 Temporal Representation of Monitoring Data
Three components of uncertainty were evaluated regarding the temporal representation of

the monitoring data. These include uncertainty in the temporal scale (i.e., averaging time of
measurements and completeness criteria), how missing data were treated in the analysis, and
long term trends in ambient monitoring and concentration variability.

The air quality analysis relied on quality assured 5-minute and 1-hour average SO,

measurement data (see section 7.4.2.1) and are of the same temporal scale as identified potential
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health effect benchmarks, where 5-minute measurements were reported. There are frequent
missing values within a given valid year that may increase the level of uncertainty in temporal
concentration distributions and model estimations (see below); however, given the level of the
benchmark concentrations and the low frequency of benchmark exceedances and overall
completeness of the monitoring data, it is likely of limited consequence. The magnitude of
impact on estimated benchmark exceedances could be significant if some seasons, day-types
(e.g., weekday/weekend), or times of the day (e.g., nighttime or daytime) were not equally
represented in the data analysis group. For the analyses performed using the broader SO,
monitoring network and the 40-county data set, a valid year of ambient monitoring was based on
75 percent complete hours/day and days/quarter, and having all four complete quarters/year. The
process of assuring temporal completeness prevented potentially influential monitoring data from
adversely affecting the air quality characterization using these data sets.

However, there is greater uncertainty in the temporal representation of the combined 5-
minute and 1-hour measurement data set because all of the available data were used without
considering the standard 75% completeness criteria. Staff elected to use all of the 5-minute SO,
measurement data rather than further reducing the already limited number of samples and
locations represented. The 5-minute measurement data set did however undergo a limited
screening that improved the quality of the data set. This included removal of duplicate
reporting/measurements, exclusion of concentrations < 0.1 ppb, and screening for technically
impossible PMRs (see section 7.4.2.6). These screenings and use of the 5-minute data without
the same completeness criteria as the other data analysis groups though would tend to decrease
the temporal representation, potentially influencing the observed probability and the estimated
number of benchmark exceedances.

Therefore, staff judges the magnitude of influence from this source of uncertainty as low
to medium, with a greater magnitude of influence assigned to observations reported for the 5-
minute data set and its application in the statistical model. While staff has not performed

analyses to determine direction and magnitude of impact in applying the completeness criteria to
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the 5-minute data set, the uncertainty in the knowledge-base is judged as medium given the
overall temporal representation of most of the site-years of data.*®

Data were not interpolated in the analysis; missing data were not substituted with
estimated values and concentrations reported as zero were used as is. For the missing data, it is
assumed here that missing values are not systematic, i.e., both high and low concentration data
would be absent in equal proportions. There are methods available that can account for time-of-
day, day-of-week, and seasonal variation in ambient monitoring concentrations. However, if a
method were selected, it would have to not simply interpolate the data but also accurately
estimate the probability of peak 1-hour SO, concentrations that could occur outside the
predictive range of the method. It was judged that if such a method was available or one was
developed to substitute data, it would likely add to a similar level of uncertainty as not choosing
to substitute the missing values. Again, this can be viewed as having a limited impact on the
estimated number of exceedances because using the validity criteria selected for the most
temporally representative and complete ambient monitoring data sets possible. In addition, when
using the concentrations reported as zero, there is likely limited impact on the estimated number
of exceedances and associated probability of exceedances. It is possible that some missing data
could have been at a high enough concentration to either exceed a benchmark or result in an
estimated benchmark exceedance, implying the direction of influence is towards under-
estimating benchmark exceedances. However, given the temporal completeness of much of the
data used characterizing air quality, staff judges both the magnitude of influence of missing data
and the uncertainty associated with the knowledge-base to be low.

There is uncertainty associated with the selection of monitoring years, particularly if
concentrations vary significantly between monitors and across the two averaging times. When
using historical monitoring data, staff assumed that the sources present at that time have similar
emissions and emission profiles as the current sources. It is clear that the number of SO,
monitoring sites in the U.S. has changed over time, with a trend of decreasing number of
monitors most evident for those reporting the 5-minute maximum SO, concentrations (Figure 7-
31). Five-minute SO, concentrations have been reported in fewer monitors than the 1-hour SO,

concentrations; generally only a few site-years of data exist for 5-minute SO, concentrations

* Screening for completeness using the 75% hours/day and days/year criteria would have resulted in only 85 site-
years of data. However, this screened data set would include 1,431,470 hours or 60% of the data set used in the
current analyses.
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(Appendix A, Table A.1-1). This is the reason why, given the limited number of measurements,
all of the 5-minute maximum SO, data were used in developing the statistical relationships and

for the model evaluation without requiring the 75% completeness criteria to be met.
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Figure 7-31. Temporal trends in the number of ambient monitors in operation per year for
monitors reporting both 5-minute and 1-hour SO, concentrations.

However, the variability in monitoring concentrations (both the 1-hour and 5-minute
maximum SQO;) does not change significantly across most monitoring years (i.e., years 1997
though 2004) and there is a comparable range between the two averaging times (Figure 7-32).
There is some compression in the range of COVs considering some of the more recent years of
data, most notable for year 2007. This is possibly due to the reduction in the number of ambient
monitors in operation (Figure 7-31) rather than a reduction in the temporal variability in 5-
minute or 1-hour concentrations at particular monitors. There may be an over-estimate in the
number of benchmark exceedances where there is a broad range of years used in the
characterization. However, the estimated probability of exceedances is likely not influenced by
year given that the analysis controls for concentration levels and variability changes that may
have occurred over time. Furthermore, the selection of a subset of the recent air quality data
(2001-2006) used for detailed analyses may reduce the potential impact from changes in
national- or location-specific source influences (if one is present). Therefore, due to the limited

variation in temporal trends in COV for both 5-minute and 1-hour SO; and analysis design (i.e.,
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controlling for concentration level changes, limiting the span of years analyzed) the overall

magnitude of influence is expected to be low.
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Figure 7-32. Temporal trends in the coefficient of variability (COV) for 5-minute maximum and 1-
hour concentrations at the monitors that reported both 5-minute and 1-hour SO,

concentrations. The number of monitors operating in each year is depicted in Figure 7-
31.

7.4.2.4 Spatial Representation of Monitoring Network

The spatial representativeness of the monitoring network can be a source of uncertainty,
particularly if the monitoring network is not dense enough to resolve the spatial variability in
ambient SO, concentrations and if the monitors are not effectively distributed to reflect
population exposure. Relative to the physical area, staff acknowledges there are only a few
monitors, particularly when considering the set of monitors that reported 5-minute maximum
SO,. The magnitude and direction of influence on the modeled or measured benchmark
exceedances will depend on ambient monitoring objectives, monitoring scale, the distribution of
SO, emission sources, and whether there is large variability in monitoring surface, i.e., areas of
differing terrain that are not adequately represented by the current distribution of monitors.
These elements will be broadly discussed for each of the data sets used in the air quality
characterization and how they could potentially affect the number and probability of benchmark

exceedances. The three data sets of interest include monitors from the broader SO, network
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(including monitors within the 40 selected counties) and the monitors reporting 5-minute SO,
concentrations.

The broader 1-hour monitoring network, by definition, is the most comprehensive data
set of the three when considering the number of monitors (n=809) and geographic representation
(48 U.S. States, Washington DC, Puerto Rico, and U.S. Virgin Islands). The air quality
characterization is improved with the inclusion of modeled 5-minute benchmark exceedances in
these areas where 5-minute measurements were not reported. In addition, the use of the broader
SO, monitoring network in this assessment could assist in identifying and prioritizing locations
to begin reporting 5-minute SO, measurements. However, the broader geographic span of
ambient monitoring does not necessarily confer spatial representativeness. The spatial
representativeness of the broader SO, monitoring network would remain dependent on the siting
of the monitors with respect to important emission sources and potentially exposed populations.
Staff assumes that the network design, to a large degree, provides adequate spatial representation
of the ambient SO, air quality. This may apply to a greater degree to the 40-County data set that
used a minimum number of monitors (i.e., >2) to represent a set geographical area (i.e., a
county).

Staff acknowledges that in using the broader SO, monitoring network and 40-County
data set as an indicator of exposure, there could be local areas that are spatially under-
represented. Furthermore, portions of the air quality characterization used monitors meeting a 75
percent completeness criterion, without taking into account the monitoring objectives, scale, or
land use. Thus, there may be a reduction in spatial representation due to either the inclusion or
exclusion of monitors sited near local SO, source emissions as a result of the completeness
screening. Staff estimates that the magnitude of influence to the number of benchmark
exceedances may be at most a medium level in the presence of supplemental spatial monitoring,
given the purposes of both the current monitoring network and the air quality characterization.
We also judge there would be limited influence on the probability of exceedances with improved
spatial representation, given that the probability estimate is driven by ambient concentration
level and concentration variability, two variables that have been well characterized by the current
ambient monitoring network. In the absence of additional measurements or modeling of the
spatial heterogeneity of 1-hour ambient SO, concentrations though, staff assigns a high level of

uncertainty to the knowledge-base.

July 2009 163



The overall SO, monitoring network design is also responsible for siting monitors that
reported 5-minute concentrations. As a result, staff expects that monitor siting is appropriate and
spatially representative for the same reasons discussed above. However, because the monitors
reporting 5-minute concentrations are not part of a designed 5-minute SO, monitoring network
but are entirely voluntary, the direction and magnitude of influence on observed or estimated
benchmark exceedances is largely unknown. Note that there were far fewer monitors reporting
S-minute concentrations used in certain analyses (n=98), representing a limited geographic scope
in comparison with the broader SO, monitoring network. In addition, a greater percentage of
monitors reporting S-minute concentrations had a source-oriented objective (Figure 7-3).
However, an analysis of the monitoring attributes indicated similar distributions in the types of
sources and the total emissions potentially impacting both sets of data (Figure 7-5). This
suggests that the spatial representation of the monitors reporting 5-minute concentrations may be
similar to that of the broader SO, monitoring network regarding proximity to similar SO,
sources. In the absence of additional measurements or modeling of the spatial heterogeneity of
S5-minute ambient SO, concentrations, staff assigns a high level of uncertainty to the knowledge-

base.

7.4.2.5 Air Quality Adjustment Procedure
There is uncertainty in the air quality adjustment procedure due to the uncertainty of the

true relationship between the adjusted concentrations that are simulating a hypothetical scenario
and the as is air quality. The adjustment factors used for the current and the potential alternative
standards each assumed that all hourly concentrations will change proportionately at each
ambient monitoring site. Two elements of this source of uncertainty are discussed, namely
uncertainty regarding the proportional approach used and the universal application of the
approach to all ambient monitors within each location.

Different sources have different temporal emission profiles, so that equally applied
changes to the concentrations at the ambient monitors to simulate hypothetical changes in
emissions may not correspond well within all portions of the concentration distribution. When
adjusting concentrations upward to just meeting the current standard, the proportional adjustment
used an equivalent multiplicative factor derived from the annual mean or daily mean
concentration and equally applied that factor to all portions of the concentration distribution, that

is, the upper tails were treated the same as the area of central tendency. This may not necessarily
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reflect changes in an overall emissions profile that may result from, for example, an increase in
the number of sources in a location. It is possible that while the mean concentration measured at
an ambient monitor may increase with an increase in the source emissions affecting
concentrations measured at the monitor, the tails of the hourly concentration distribution might
not have the same proportional increase. The increase in concentration at the tails of the
distribution could be greater or it could be less than that observed at the mean and is dependent
largely on the type of sources influencing the monitor and the source operating conditions.
Adjusting the ambient concentrations upwards to simulate the potential alternative standards also
carries a similar level of uncertainty although the multiplicative factors were derived from the
upper percentiles of the 1-hour daily maximum SO, concentrations, rather than the mean, and
then applied to the 1-hour SO, concentrations equally. If there are deviations from
proportionality, the magnitude of influence is likely related to the magnitude of the concentration
adjustment factor used. Therefore, there is likely greater uncertainty in the estimated benchmark
levels when evaluating the current and the 250 ppb 99" percentile alternative standards (which
have the highest adjustment factors), than when considering the 50 ppb and 100 ppb 99
percentile alternative standards (which have the lowest adjustment factors).

In each of these instances of adjusting the concentrations upwards, one could argue that
there may be an associated over-estimation in the concentrations at the upper tails of the
distributions, possibly leading to over-estimation in the numbers of exceedances of benchmark
levels. An analysis was performed using monitors from seven counties evaluated in the air
quality characterization to investigate how distributions of hourly SO, concentrations have
changed over time (Rizzo, 2009). The analysis indicates that a proportional approach is a
reasonable model for simulating higher concentrations at most monitoring sites, since
historically, SO, concentrations have decreased linearly across the entire concentration
distribution at each of the monitoring sites and counties evaluated.

At some of monitoring sites analyzed however, there were features not consistent with a
completely proportional relationship. This included deviation from linearity primarily at the
maximum or minimum percentile concentrations, some indication of curvilinear relationships,
and the presence of either a positive or negative regression intercept (Rizzo, 2009). Where
multiple monitors were present in a location, there tended to be a mixture of each of these

conditions including proportionality (e.g., see Figure 7-33). Not all of the counties analyzed as
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part of the air quality characterization were included in the evaluation, thus staff assumed that the
findings of the Rizzo (2009) analysis were applicable of the 40-County data set. Given the
observed range of deviations from proportionality and the level of the concentration adjustment,
we judge the magnitude of influence to the estimated benchmark exceedances as between low to
medium. The estimated number of benchmark exceedances could be either over- or under-
estimated, dependent largely on an individual monitor’s air quality distribution and its
relationship with proportionality. While staff judged the proportional approach as appropriate, it
was based on analyses using historical monitoring data. The uncertainty about future source
emission control scenarios is largely unknown. In addition, only one approach was investigated,
suggesting that the level of the knowledge-base uncertainty is medium.

Staff applied the proportional adjustment approach universally to all monitors in each
county for consistency. The purpose was to preserve the inherent variability in the concentration
distribution which has been shown to be relatively consistent with large changes in concentration
level. There is however uncertainty associated with emission changes that would affect the
concentrations at the monitor having the highest concentration (e.g., the highest annual mean,
98™ or 99" percentile 1-hour concentration) that may not necessarily be reflected in the same
proportion at other lower concentration sites. This could result in either over- or under-
estimations in the number of exceedances at lower concentration sites within a county where the
current or alternative standard scenarios were evaluated. For example, Figure 7-33 shows the
daily maximum I-hour SO, concentration percentiles for five ambient monitors in Allegheny
County PA, where each of the ambient monitors were in operation for years 1998 and 2007.
While all five of the monitors generally demonstrate features of proportionality, the differences
in regression slope indicate that the rate of change in the concentration distribution was not equal
when comparing these monitors for these two monitoring years. These results suggest that even
if all monitors within a county demonstrate proportionality, there may be either over- or under-
estimations in SO, concentrations following the 1-hour concentration adjustment. Staff had
limited time and resources to investigate the potential impact of this on the number of benchmark
exceedances, though we estimate the magnitude of influence as medium based on the range of
observed slopes in the seven counties investigated. The level of uncertainty in the knowledge-
base is judged high. This rating is based on the uncertainty regarding how the historical and

recent ambient data comparisons relate to the simulated air quality scenario and the lack of
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knowledge regarding how source emission changes would affect multiple monitors within a

county.
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Figure 7-33. Comparison of measured daily maximum SO, concentration percentiles in Allegheny
County PA for one high concentration year (1998) versus a low concentration years
(2007) at five ambient monitors.

7.4.2.6 Statistical Model Used for Estimating 5-minute SO, Concentrations

Five components of uncertainty were identified regarding the statistical model and its
impact on the estimated number of benchmark exceedances. These include 1) the impact from
how the PMR data were screened, 2) the temporal representation of data used in the statistical
model development, 3) the form of the distribution used to represent the PMRs, 4) the accuracy
of the model in predicting daily 5-minute maximum concentrations, and (5) the reproducibility of
the model predictions.

Staff identified data for removal from the final combined 5-minute and 1-hour ambient
measurement data set using the PMR as a screening criterion. The calculation of PMRs less than

1 implies the 5-minute peak is less than the 1-hour average, a physical impossibility, and values

July 2009 167



>12 are a mathematical impossibility. The 5-minute ambient monitoring data were screened for
values outside of these bounds, * increasing confidence in the relevance of PMRs used for
development of the statistical model. While a total of 40,665 data points were excluded from the
data set using the PMR criterion, this comprised less than 2% of the data available to develop the
PMR relationship. It was assumed that the criterion used for the data removal would not
adversely influence the estimated number of benchmark exceedances in the modeling performed
since it was only directed towards identifying unrealistic 5-minute and 1-hour concentration
combinations.

Analysis of the data screened by staff revealed that nearly all of the data are for where the
calculated PMR was less than one (98% of screened samples) and most of the 1-hour
concentrations (approximately 95%) were less than or equal to 5 ppb (Table 7-17). An
alternative approach to developing the PMR distributions could have been to include the
screened data with an assigned PMR value of one (for where the original PMR was less than
one) or twelve (for where the original PMR was greater than twelve) based the 5-minute and 1-
hour concentration distributions. If included, these data would have virtually no influence on the
estimated number of benchmark exceedances. This is because 1-hour concentrations < 8.3 ppb
combined with the PMR distribution principally affected by inclusion of newly assigned ratios
(i.e., the < 5 ppb concentration bin) would never generate a benchmark exceedance. Given the
limited number of samples removed from further analysis and recognizing there would be less
uncertainty when using a data set comprised of PMRs with realistic bounds rather than one using
all possible PMR values, staff judges the magnitude of the influence associated with the
screening of the 5-minute data as low. In excluding the mostly lower concentration data (as
compared to the final data set used) there may be an over-estimation in the percent and

probability of exceedances.

# 1t is possible to have a PMR equal to 12. This value is achieved with one 5-minute concentration above zero and
the other eleven 5-minute values reporting concentrations of zero. Data used in developing the statistical
relationship were screened for values with a PMR equal to 12 however, because it could not be used in the
AERMOD/APEX modeling. It is of little consequence because the distributions chosen in estimating the 5-minute
concentrations included the 1 through the 99™ percentiles, not the minimum and maximum values.
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Table 7-17. Summary of descriptive statistics for the data removed using peak-to-mean ratio
criterion and the final 1-hour and 5-minute maximum SO, data set used to develop PMRs.

Data removed Final data set
PMR <1 PMR =12
(n =39,861) (n =804) (n =2,367,686)
5-min max 1-hour 5-min max 1-hour 5-min max 1-hour
Statistic' (ppb) (ppb) (ppb) (ppb) (ppb) (Ppb)
mean 1 2 29 2 10 6
p99 6 10 174 10 100 50
p95 3 5 82 4 37 21
p50 1 1.6 15.5 1 3 2
p5 1 1.1 12 0.9 1 1
p1 0.2 0.45 4 0.1 1 0.2
Notes:
! mean is the arithmetic average; p99, p95, p50, p5, p1 are the 99", 95" 50" 5" and 1
percentiles of the concentration distribution.

The use of all screened 5-minute maximum SO, data (1997 to 2007) in developing the
PMR distributions assumes that the source emissions present at that time of measurement are
similar to other year source emissions. It could be possible that there is greater uncertainty in the
estimated number of exceedances in areas where year-to-year source emissions deviate from a
consistent pattern. However, as noted with the concentration variability, the PMRs derived from
the 5S-minute maximum measurement data do not have a clear trend with monitoring year. Over
the 11-year period, the mean of each monitor’s annual average PMR is about 1.6 (medians of
1.5; 25" percentiles of 1.4; 75" percentiles of 1.7) (Figure 7-34). This general trend in mean
PMRs is consistent with the population-based value used by Stoeckenius et al. (1990) for
exposure analyses (mean of 1.6; median of 1.5) and ambient monitor concentration analyses
conducted by SAI (1996) (mean 1.7; median 1.5). > While there is some indication of greater
variability in the PMRs for years 2004-2005 compared with some of the other years used, overall
the consistent pattern over time indicates that the use of the older ambient monitoring data in
developing the statistical model would have a negligible impact on the predicted concentrations
and subsequently the estimated number of benchmark exceedances (i.e., low influence with no
apparent direction). Given the consistency of the PMRs derived using recent air quality with that

of the earlier analyses, the uncertainty regarding the knowledge-base is judged as low.

%% Data from Table 2-18 of Stoeckenius (1990) for the Scottish Rites monitoring site and Table 5-2 of SAI (1996).
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Figure 7-34. Distributions of annual average peak-to-mean ratios (PMRs) derived from the 98

monitors reporting both 5-minute maximum and 1-hour SO, concentrations, Years 1997
through 2007.

The PMRs distributions for each COV and concentration bin were represented by a non-
parametric form condensed to single percentiles, with each value from the distribution having an
equal probability of selection. While there may be other distribution forms that could be
alternatively selected, staff judged that use of a fitted distribution would not improve the
representation of the true population of PMRs compared with a non-parametric form, and that
there would likely be no reduction in the uncertainty of estimated number of exceedances if
using a parameterized distribution. While some of the PMR distributions were similar to a
lognormal distribution (for example see Figure 7-35), 93 of 95 possible statistical tests performed
indicated the distributions were statistically distinct (p<0.01) from any of the tested forms (i.e.,
normal, lognormal, Weibull, gamma, and exponential) (see Figure 7-35 as an example). The
PMRs derived from monitors having the greatest COV (all concentration bins) and those derived
from the lowest concentration bins (all COV bins) were most common in exhibiting atypical
distribution forms. Even when considering practical judgments regarding a potential parametric
form (i.e., beyond simply using statistically significant differences as a criterion), most of the
observed PMR distributions had large deviations from parametric distributions such as that

illustrated by Figure 7-36.
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Figure 7-35. Example histogram of peak-to-mean ratios (PMRs) compared with four fitted
distributions derived from monitors reporting the 5-minute maximum and 1-hour SO,
concentrations (left) and the same PMRs compared with expected lognormal
percentiles (right). PMRs were derived from monitors with medium level variability
(COVbin = b) and 1-hour concentrations between 75 and 150 ppb (COVconcbin = 4).

In addition, while there is uncertainty associated with the use of the empirically-derived
data in representing the true population of PMRs, assuming a fitted distribution would not be
without its own uncertainties. For example, using a lognormal distribution may underestimate
the observed frequency of certain values of PMRs while overestimating others. For PMR
distributions that are of similar form with the lognormal distribution, it is likely that the small
variation in PMRs selected from a fitted lognormal distribution would have only limited impact
on the estimated 5-minute maximum SO, concentrations. For distributions exhibiting no
similarities to any parametric distribution, experimental justification criteria would need to be
developed in selecting the most appropriate form of the distribution, likely requiring multiple test
iterations, potentially yielding distributions with greater uncertainty than those of a non-
parametric form (e.g., WHO, 2008 page 28). Each of these additional evaluations and iterations
would require time and resources not available to staff. Furthermore, the sample sizes for many

of the PMR distributions used are well above 1,000 (only 5 of the 19 distributions had fewer than
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1,000, with all distributions having greater than 100 samples), providing support that the true
distribution may be well-represented by the non-parametric form. Each of these factors
mentioned (uncertainty in the form of the distribution, limits on time and resources available, and
numbers of samples available) were considered and it was decided by staff that the non-
parametric distribution derived from the measurement data would be most appropriate.
Therefore, it is judged that the magnitude of influence on the estimated benchmark exceedances
is low along with no apparent direction of influence. Since staff employed both statistical and
practical comparisons in selection of the distribution form to the maximum extent allowable, the
uncertainty regarding the knowledge-base is judged as low.
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Figure 7-36. Example of a measured peak-to-mean ratio (PMRs) distribution with the percentiles
of a fitted lognormal distribution. PMRs were derived from monitors with high COV
(COVbin = c) and 1-hour concentrations between 5 and 10 ppb (COVconcbin = 2).

The accuracy in the predicted daily 5-minute maximum SO, concentrations above each of
the benchmark levels was evaluated using measured concentrations. The results indicated that
on average, the statistical model performed well in estimating of these short-term peak

concentrations (section 7.2.3.4). There was reasonable agreement in observed versus predicted
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numbers of benchmark exceedances for most of the monitoring site-years (i.e., about 90% of the
data set) and for all of the benchmark levels. Based on this overall assessment of model
accuracy, the magnitude of influence the selected model has on contributing uncertainty to the
estimated number of exceedances is judged by staff to be low. There was no particular direction
of influence; model predictions were equally over- or under-estimated (Figure 7-37, Table 7-6).

The accuracy assessment indicated the estimated number of days with benchmark
exceedances could be either over- or under-estimated by as many as 20 to 50 days in a year,
primarily at the tails of the prediction distribution. These model prediction errors were limited to
several site-years from a few monitors. Figure 7-37 illustrates the model predicted versus the
observed number of benchmark exceedances at each of the benchmark levels. While there is
generally uniform agreement between the predicted and observed values at the 100 ppb
benchmark, there is deviation in the agreement at the greatest and lowest number of days with
exceedances for the 200, 300, and 400 ppb benchmark levels. For example, there were a few
site-years without any observed benchmark exceedances of 400 ppb, although the statistical
model predicted between 2-15 days in a year. This could indicate that a few of the site-years
may have moderate over-estimations in the number of days with 5-minute maximum SO,
concentration exceedances, where the estimated number of exceedances is 15 or less. In
addition, site-years with the greatest number of observed exceedances of 400 ppb (about 50 per
year) were consistently under-estimated by the model by about 30%. This could imply that when
the estimated number of days with 5-minute maximum SO, concentrations above 400 ppb is 40
per year, the under-estimate may be as large as 15 days per year.

Neither of these model errors appeared systematically related to an individual source
type. Additional monitors sited in the same areas impacted by similar source types had good
agreement between the observed and predicted concentrations. For example, at the monitor with
the greatest number of measured benchmark exceedances (ID 290930030) and largest under-
prediction error, one could argue that variable terrain may be an influential factor. This monitor
is about 1.7 km from a primary smelter and located proximal to a ravine running between the
source and the monitoring site. The nearby monitor (ID 290930030) sited in elevated terrain
(Hogan Mountain) at about 4.6 km from the same source had small prediction errors. These
differences in agreement suggest that when considering any individual monitor, there may be

factors not accounted for by the statistical model that are important in estimating benchmark
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exceedances (e.g., terrain). Based on this model accuracy assessment, the magnitude of
influence the selected model has on contributing uncertainty to the estimated number of
exceedances for individual monitors is likely medium at the lower and upper tails of the
prediction distribution. The direction of the influence is likely over-estimation at the lower
number of exceedances and under-estimation at the greatest number of exceedances.

Though the cross-validation results are encouraging, there may be additional influential
variables not included in the construction of the statistical model that may be important and have
the potential to improve the agreement between the observed and predicted values. There is also
the possibility of influential variables that are not within the data set used for statistical model
development, but exist in the broader 1-hour SO, monitoring data set. Staff judged the
concentration variability and level as appropriate variables for linking the statistical model with
the 1-hour measurement data. In addition, the comparison of ambient monitoring attributes (e.g.,
objectives, local source emissions) also indicated consistency between the monitors reporting 5-
minute maximum concentrations and those reporting only 1-hour average concentrations.
However, in the absence of additional 5-minute measurements in areas where there may be
unique conditions (e.g., terrain or climatologic influences), staff judges there remains a medium
level of uncertainty in the knowledge-base regarding the accuracy in the extrapolation using the

statistical model.
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Figure 7-37. Comparison of observed and predicted number of daily benchmark exceedances in a

year at the 98 monitors reporting 5-minute maximum SO, concentrations.

Staff needed to evaluate the reproducibility of the statistical model because random

sampling was employed in generating the PMRs used to estimate 5-minute SO, concentrations.

The purpose of this analysis was to determine the effect of random sampling error on the

estimated number of benchmark exceedances. First, to define terminology used in this analysis:

a model simulation is where each monitor had all of its years of 1-hour data SO, used in

estimating 5-minute maximum concentrations and as a result, the number benchmark

exceedances was calculated; a model run is comprised of twenty such independent simulations

(i.e., differing by random number seed) and used to generate a mean number of daily 5-minute
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maximum SO, concentration exceedances for each site-year. This is the same process (i.e., a
model run) that was used in generating the air quality characterization.

The reproducibility of the estimated number of benchmark exceedances was evaluated by
performing ten independent modeling runs (with twenty simulations per model run) using the 40-
county as is air quality data set (i.e., having 610 site-years per model simulation). The output
from each model run was the mean number of days per site-year an exceedance occurred;
therefore, ten mean numbers of exceedances were generated for each of the four benchmarks
using the 610 site-years of data. The maximum difference in those ten means was calculated (the
minimum mean value subtracted from the maximum mean value) giving the range of the ten
means for each benchmark and site-year. For example, in one site-year there were 51, 52, 52,
53,52, 52,52, 51, 52, and 52 estimated mean numbers of exceedances of 100 ppb from the 10
model runs. Therefore the range (or maximum difference) is equal to two.

The distributions of the range in mean exceedances by benchmark level are illustrated in
Figure 7-38. The range in the mean number of exceedances based on the ten model runs is less
than five for all benchmark levels and consistently decreases with increasing benchmark level.
On average, maximum difference in the estimated mean numbers of exceedances of 100 ppb was
2 exceedances, while at greater benchmark levels the range was 1 or less. This indicates that the
random sampling error has a low impact to the estimated mean number of exceedances per site-

year.

July 2009 176



range of mean estimate

| 1L

>100ppb  >200ppb  >300ppb  >400ppb
benchmark level

Figure 7-38. Distributions of the maximum difference in the estimated mean number of

July 2009
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7.4.2.7 Potential Health Risk Endpoints Used
The choice of potential health effect benchmarks levels and the use of those benchmarks

to characterize risks are important uncertainties in the air quality characterization results. Human
exposure is characterized by contact of a pollutant with a person, and as such, the air quality
characterization assumes that the ambient monitoring concentrations can serve as an indicator of
exposure. The ISA reports that personal exposure measurements (PEM) are of limited use since
ambient SO, concentrations are typically below the detection limit of the personal samplers.
There is no method to quantitatively assess the relationship between 5-minute ambient
monitoring data and 5-minute personal exposures, particularly since personal exposures are time-
averaged over days to weeks, and never by 5-minute averages. Therefore the fraction of actual
5-minute maximum personal exposure concentrations attributed to 5-minute maximum ambient
SO, is unknown and thus contributes to uncertainty when using ambient air quality data as an
indicator of human exposure.

An evaluation in the ISA indicates the relationship between longer-term averaged
ambient monitoring concentrations and personal exposures is strong, particularly when ambient
concentrations are above the limit of detection. The strength of the relationship between
personal and ambient SO, concentrations is supported further by the limited presence of indoor
sources of SO,; much of an individuals’ personal exposure is of ambient origin. However, SO,
personal exposure concentrations are reportedly a small fraction of ambient concentrations. This
is because local outdoor SO, concentrations are typically half that of the ambient monitoring SO,
concentrations, and indoor concentrations about half that of the local outdoor SO, concentrations
(ISA). Therefore, while the relationship between personal exposures and ambient SO,
concentrations is strong, the use of monitoring data as an indicator of SO, exposure may lead to
an overestimate in the number of peak concentrations those individuals might encounter. While
the magnitude of the uncertainty about the true relationship between actual human exposure and
any given ambient monitor short-term concentration exceedance is unknown, it is judged by staff
to be of a medium magnitude given what is known regarding the relationship between longer-
term PEM and ambient SO, concentrations.

There is uncertainty regarding how susceptible populations were considered in

developing the potential health benchmark levels. The human clinical exposure studies
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evaluated airways responsiveness in mild to moderate asthmatics. Health effect symptoms and
responses were observed in these test subjects exposed to concentrations as low as 200 ppb in the
free-breathing chamber studies. As such, a concentration of 200 ppb could well represent a
lower range of the benchmark level for mild to moderate asthmatics. However, for ethical
reasons, adults with severe asthma and younger asthmatics are not commonly challenged in air
pollutant studies. This is because severe asthmatics and/or asthmatic children may be more
susceptible than mild asthmatic adults to the effects of SO, exposure. Therefore, exposure levels
(and hence selected benchmark levels) lower than those used in free-breathing chamber studies
may be important in representing populations with greater susceptibility. Staff selected 100 ppb
as the lowest benchmark level based on effects observed in mild to moderate asthmatics using
facemasks at that level and to consider potential effects in susceptible populations at lower 5-
minute concentrations. In the absence of strong quantitative evidence it is difficult to determine
if 100 ppb would be health protective for asthmatics (mild, moderate, or severe) or if 100 ppb is
a concentration that would elicit an adverse effect. Based on this, staff acknowledges there is
medium uncertainty in the knowledge-base regarding representativeness of the lowest
benchmark level selected, but judge that the magnitude of influence to the estimated health risk
is low given the inclusion of the 100 ppb level.

Staff also acknowledges that there may be uncertainty in the selected potential health
effect benchmark averaging time. For example, the used in this assessment were from studies
where volunteers were exposed to SO, for varying lengths of time. Typically, the SO, exposure
durations in the controlled human studies were between 5 and 10 minutes. This could be an
important uncertainty because the potential health effect benchmark levels were compared to
concentration exceedances occurring over 5-minutes. That is, if there were a difference in the
response rate for a given concentration level and averaging time, the use of a 5S-minute averaging
time could either lead to over- or under-estimation in the health risk characterization. The true
exposure-response relationship may be dependent on both the combined concentration level and
the exposure duration, that is, it is possible that a particular response rate observed at a 10-minute
exposure level of concentration x may be similar to that of a 5-minute exposure level equal to or
greater than concentration x. In this hypothetical scenario, if benchmarks were derived from 10
minute exposures and applied in the evaluation of 5-minute ambient concentrations, the risk

characterization may well be over-estimated. However, the ISA did not distinguish between
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health effects observed following either 5- or 10-minute exposures. Therefore the direction of
influence to the potential health risk is judged as none, and given a general consistency in the
observed responses involving either 5- or 10-minute exposures, staff judges the uncertainty in the
knowledge-base as low.

The health effect endpoint used in the air quality characterization was the observed or
estimated number days the maximum 5-minute SO, concentration exceeded a particular
benchmark level. Staff acknowledges that this choice could result in the risk characterization
under-estimating the health risk because there can be multiple exceedances of the benchmark
levels in a day (Table 7-18). Using the monitors reporting 5-minute SO, maximum
concentrations, approximately half of the time there was a single benchmark exceedance in a
day. For most days having an exceedance (about 80-90%), there were no more than three that
occurred in a day. There were several days having many benchmark exceedances within a day
(e.g., > 5), particularly when considering the lowest benchmark levels. However in this air
quality analysis, none of the elements of exposure are considered (e.g., whether or not time of
exposure occurs coincident with elevated activity level), thus limiting the relevance of multiple
exceedances within a day. While the risk characterization could be considered under-estimated,
the magnitude of influence by this source of uncertainty is judged by staff as low given the
defined limits of the air quality characterization. Furthermore, staff acknowledges that multiple
benchmark exceedances of 5-minutes can occur within an hour. This issue and its implications
for characterizing health risk are more relevant to human exposure than the air quality analysis

and are discussed in greater detail in section 8.11.
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Table 7-18. The number and percent of days having multiple benchmark exceedances occurring
in the same day, using monitors reporting the 5-minute maximum SO, concentrations.

Number of 5-minute SO, Benchmark Level
Exceedances > 100 ppb > 200 ppb > 300 ppb > 400 ppb
per Day' days’ | percent’ | days | percent | days | percent| days | percent
1 3806 43 1390 50 740 50 512 53
2 1923 22 613 22 349 24 248 26
3 1093 12 327 12 183 12 111 12
4 640 7 152 5 87 6 46 5
5 424 5 114 4 48 3 19 2
6 286 3 60 2 25 2 15 2
7 185 2 52 2 22 1 8 1
8 127 1 27 1 8 1 0 0
9 100 1 21 1 4 0 0 0
10 68 1 14 1 5 0 0 0
11 45 1 7 0 2 0 0 0
12 38 0 7 0 0 0 0 0
13 18 0 4 0 1 0 0 0
14 27 0 1 0 0 0 1 0
15 7 0 1 0 1 0 1 0
16 11 0 2 0 0 0 0 0
17 3 0 0 0 0 0 0 0
18 6 0 1 0 1 0 0 0
19 5 0 0 0 0 0 0 0
20 2 0 0 0 0 0 0 0
21 0 0 0 0 0 0 0 0
22 0 0 0 0 0 0 0 0
23 3 0 0 0 0 0 0 0
24 0 0 0 0 0 0 0 0
Sum 8817 2793 1476 961
Notes:
' The number of 5-minute maximum benchmark exceedances within a day could range from 1 to 24
given the number of hours in a day.
The total number of days having the given number of multiple exceedances within the day.
® The percent of days having an exceedance with the given number of multiple exceedances per
day.

7.5 KEY OBSERVATIONS

Presented below are key observations resulting from the SO, air quality characterization:

e For unadjusted as is air quality at ambient monitors measuring 5-minute maximum
concentrations, nearly 70% of the 471 site-years analyzed had at least one daily 5-minute
maximum concentration above 100 ppb and over 100 site-years (more than 21%) had >
25 days with a daily 5-minute maximum concentration above 100 ppb. Less than half
(44%) of the site-years had at least one daily 5S-minute maximum concentration above
200 ppb and only 36 site-years had > 25 days with a daily 5-minute maximum
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concentration above 200 ppb. Approximately 25% and 17% of the 471 site-years
analyzed had at least one daily 5-minute maximum concentration above 300 and 400 ppb,
respectively, with 23 and 12 site-years having > 25 days with a daily 5-minute maximum
concentration above 300 and 400 ppb, respectively (Appendix A, Table A.5-1).

e For any of the air quality scenarios considered, the probability of exceeding the 5-minute
maximum benchmark levels was consistently greater at monitors sited in low-population
density areas compared with high-population density areas. In addition, an increased
probability of any 5-minute benchmark exceedance was consistently related to either
increased 24-hour average or 1-hour daily maximum concentrations.

e For unadjusted air quality in the 40 counties selected for detailed analysis, most counties
are estimated to have, on average, fewer than 50 days per year where the daily 5-minute
maximum ambient SO, concentrations are > 100 ppb. Most counties are estimated to
have, on average, 25 days per year with daily 5-minute maximum ambient SO,
concentrations > 200 ppb. Very few counties are estimated to have more than ten days
with 5-minute maximum SO, concentrations > 300 ppb, while nearly half did not have
any days with 5-minute maximum SO, concentrations > 400 ppb (Tables 7-11 to 7-14).

e When air quality is adjusted to simulate just meeting the current annual standard in the 40
counties selected for detailed analysis, a hypothetical scenario requiring air quality to be
adjusted upward, all locations evaluated are estimated to have multiple days per year
where 5-minute maximum ambient SO, concentrations are > 100 ppb. Most counties are
estimated to have, on average, 100 days or more per year with 5-minute maximum
ambient SO, concentrations > 100 ppb, while eight of the forty counties are estimated to
have 200 days or more per year with 5-minute maximum ambient SO, concentrations >
100 ppb. Fewer benchmark exceedances are estimated to occur with higher benchmark
levels. For example, only five counties are estimated to have 60 or more days per year
with 5-minute maximum ambient SO, concentrations that exceed 300 ppb (Table 7-13)
and only four counties are estimated to 50 or more days per year with 5-minute maximum
ambient SO, concentrations that exceed 400 ppb (Table 7-14).

e In all 40 counties, potential alternative standard levels of 100 and 150 ppb are estimated
to result in fewer days per year with 5-minute maximum SO, concentrations > 300 and >
400 ppb than with the current standards and the potential alternative standard levels of
200 and 250 ppb (Tables 7-13 and 7-14).

e When considering the potential 1-hour daily maximum potential alternative standard
levels of 100 and 200 ppb in all 40 counties, corresponding annual average SO,
concentrations were typically between 3 and 15 ppb, similar to a range of concentrations
using unadjusted air quality (Appendix A). When considering the potential alternative
standard levels of 200 and 250 ppb, corresponding annual average SO, concentrations
were typically between 10 and 30 ppb, similar to the range of concentrations observed
when using adjusted air quality that just meets the current annual standard.

e Of'the fifteen uncertainties qualitatively judged to influence the estimated number of days
with air quality benchmark exceedances, three may be associated with over-estimation,
three may be associated with under-estimation, while the remaining uncertainties could
affect results in both directions (four sources), no direction (four sources), or unknown
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direction (one source) (see Table 7-16). The magnitude of influence for four of the six
uncertainties associated with either over- or under-estimation was estimated as low (or
negligible magnitude of influence). Staff judged the two remaining uncertainties as
having a medium magnitude of influence in under-estimating the number of days with
benchmark exceedances, both of which were associated with the spatial representation of
the monitoring network. Based on this overall characterization regarding the direction
and magnitude of influence identified sources of uncertainty, there may be a medium
level under-estimate in the number of days with air quality benchmark exceedances.

e For the most part, the knowledge-base uncertainty for sources with unknown or
bidirectional influence ranged from low (four sources) to medium (four sources), though
uncertainty regarding the spatial scale of the air quality adjustment procedure (direction
of influence was both, medium magnitude) was judged as high. The knowledge-base
uncertainty was low for four of the six sources associated with either an under- or over-
estimation direction of influence. A high degree of uncertainty in the knowledge-base
was assigned to the spatial representation of the monitoring network. Based on this
overall characterization regarding the knowledge-base, there is a high level of uncertainty
associated with the most influential source.

o Staff identified four other sources of uncertainty in the air quality characterization as
having influence on the characterization of health risk. The most influential and most
uncertain source of the four is associated with the direct use of air quality benchmark
exceedances as an indicator of exposure. The number of days with 5-minute exposures
above benchmark levels would likely be lower than the number of days where there were
ambient SO, concentrations above benchmark levels. Thus, the air quality
characterization may over-estimate the health risk due to this factor
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8. EXPOSURE ANALYSIS
8.1 OVERVIEW

This section documents the methodology and data staff used in the inhalation exposure
assessment and associated health risk characterization for SO, conducted in support of the
current review of the SO, primary NAAQS. Two important components of the analysis include
the approach for estimating temporally and spatially variable SO, concentrations and simulating
human contact with these pollutant concentrations. The approach was designed to better reflect
exposures that may occur near SO, emission sources, not necessarily reflected by the existing
ambient monitoring data alone.

Staff used a combined air quality and exposure modeling approach to generate estimates
of 5-minute maximum, 24-hour, and annual average SO, exposures within Greene County, MO.
and three Counties within the St. Louis Metropolitan Statistical Area (MSA) for the year 2002.
AERMOD, an EPA recommended dispersion model, was used to estimate 1-hour ambient SO,
concentrations using emissions estimates from stationary, non-point, and port sources. The Air
Pollutants Exposure (APEX) model, an EPA human exposure model, was used to estimate 5-
minute population exposures using the census block level hourly SO, concentrations estimated
by AERMOD and the statistical model described in section 7.2.3. Staff used the person-based
exposure profiles to calculate the number of days per year an individual had at least one 5-minute
exposure above the potential health effect benchmark levels of 100, 200, 300, and 400 ppb.

Exposure and potential health risk were characterized considering recent air quality
conditions (as is), for air quality adjusted to just meet the current SO, primary standards (0.030
ppm, annual average; 0.14 ppm, 24-hour average), and for just meeting potential alternative
standards (see Chapter 5 for selection justification). Specifically, APEX reported the number of
times an individual experienced a day with a 5-minute exposure in excess of 100 ppb through
800 ppb.”' The exposures for each individual were estimated over an entire year therefore,

multiple occurrences of exposures above the benchmark levels are also available.

> The complete output from APEX includes 5-minute exposure concentrations at 50 ppb increments through 800
ppb which served as an input to the risk assessment performed in Chapter 9. The health effect benchmarks
evaluated in the exposure assessment were defined as 100 to 400 ppb by increments of 100 ppb.
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The approaches used for assessing exposures in Greene County and St. Louis are
described below. Additional model input data and supporting discussion of APEX modeling are
provided in Appendix B. Briefly, the discussion in this Chapter includes the following.

e Description of the inhalation exposure model and associated input data used for Green

County and St. Louis;

e Evaluation of estimated SO; air quality concentrations and exposures; and

e Assessment of the quality and limitations of the input data for supporting the goals of the
SO, NAAQS exposure and risk characterization.

The overall flow of the exposure modeling process performed for this SO, NAAQS
review is illustrated in Figure 8-1. Several models were used in addition to APEX and
AERMOD including emission factors and meteorological processing models, as well as a
number of databases and literature sources to populate the model input parameters. Each of

these is described within this Chapter, supplemented with additional details in Appendix B.

8.2 OVERVIEW OF HUMAN EXPOSURE MODELING USING APEX
The EPA has developed the APEX model for estimating human population exposure to

criteria and air toxic pollutants. APEX serves as the human inhalation exposure model within
the Total Risk Integrated Methodology (TRIM) framework (EPA 2009a; 2009b). APEX was
recently used to estimate population exposures in 12 urban areas for the O; NAAQS review
(EPA, 2007d; 2007e) and in estimating population NO, exposures in Atlanta as part of the NO,
NAAQS review (EPA, 2008d).

APEX is a probabilistic model designed to account for sources of variability that affect
people’s exposures. APEX simulates the movement of individuals through time and space and
estimates their exposure to a given pollutant in indoor, outdoor, and in-vehicle
microenvironments. The model stochastically generates a sample of simulated individuals using
census-derived probability distributions for demographic characteristics. The population
demographics are drawn from the year 2000 Census at the tract, block-group, or block-level, and
a national commuting database based on 2000 census data provides home-to-work commuting
flows. Any number of simulated individuals can be modeled, and collectively they approximate

a random sampling of people residing in a particular study area.
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Figure 8-1. General process flow used for SO, exposure assessment.
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Daily activity patterns for individuals in a study area, an input to APEX, are obtained
from detailed diaries that are compiled in the Consolidated Human Activity Database (CHAD)
(McCurdy et al., 2000; EPA, 2002). The diaries are used to construct a sequence of activity
events for simulated individuals consistent with their demographic characteristics, day type, and
season of the year, as defined by ambient temperature regimes (Graham and McCurdy, 2004).
The time-location-activity diaries input to APEX contain information regarding an individuals’
age, gender, race, employment status, occupation, day-of-week, daily maximum hourly average
temperature, the location, start time, duration, and type of each activity performed. Much of this
information is used to best match the activity diary with the generated personal profile, using
age, gender, employment status, day of week, and temperature as first-order characteristics. The
approach is designed to capture the important attributes contributing to an individuals’ behavior,
and of likely importance in this assessment (i.e., time spent outdoors) (Graham and McCurdy,
2004). Furthermore, these diary selection criteria give credence to the use of the variable data
that comprise CHAD (e.g., data collected were from different seasons, different states of origin,
etc.).

APEX has a flexible approach for modeling microenvironmental concentrations, where
the user can define the microenvironments to be modeled and their characteristics. Typical
indoor microenvironments include residences, schools, and offices. Outdoor microenvironments
include for example near roadways, at bus stops, and playgrounds. Inside cars, trucks, and mass
transit vehicles are microenvironments which are classified separately from indoors and
outdoors. APEX probabilistically calculates the concentration in the microenvironment
associated with each event in an individual’s activity pattern and sums the event-specific
exposures within each hour to obtain a continuous series of hourly exposures spanning the time
period of interest. The estimated microenvironmental concentrations account for the
contribution of ambient (outdoor) pollutant concentration and influential factors such as the
penetration rate into indoor microenvironments, air exchange rates, decay/deposition rates,
proximity to important outdoor sources, and indoor source emissions. Each of these influential
factors are dependent on the microenvironment modeled, available data to define model inputs,
and estimation method selected by the model user. And, because the modeled individuals
represent a random sample of the population of interest, the distribution of modeled individual

exposures can be extrapolated to the larger population within the modeling domain.
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The exposure modeling simulations can be summarized by five steps, each of which is

detailed in the subsequent sections of this document. Briefly, the five steps are as follows:

1. Characterize the study area. APEX selects the census blocks within a study
area — and thus identifies the potentially exposed population — based on user-
defined criteria and availability of air quality and meteorological data for the area.

2. Generate simulated individuals. APEX stochastically generates a sample of
hypothetical individuals based on the demographic data for the study area and
estimates anthropometric and physiological parameters for the simulated
individuals.

3. Construct a sequence of activity events. APEX constructs an exposure event
sequence spanning the period of the simulation for each of the simulated
individuals using time-location-activity pattern data.

4. Calculate 5S-minute and hourly concentrations in microenvironments. APEX
users define microenvironments that people in the study area would visit by
assigning location codes in the activity pattern to the user-specified
microenvironments. The model calculates all 5-minute concentrations occurring
within the hour (one maximum along with eleven other 5-minute values
normalized to the hourly mean) in each microenvironment for the period of
simulation, based on the user-provided microenvironment descriptions, the hourly
air quality data, and peak-to-mean ratios (PMRs; see section 7.2.3).
Microenvironmental concentrations are calculated independently for each of the
simulated individuals.

5. Estimate exposures. APEX estimates a concentration for each exposure event™
based on the microenvironment occupied during the event. In this assessment,
APEX estimated 5-minute exposures. These exposures can also be averaged by
clock hour to produce a sequence of hourly average exposures spanning the
specified exposure period. The values may be further aggregated to produce
daily, monthly, and annual average exposure values.

8.3 CHARACTERIZATION OF STUDY AREAS

8.3.1 Study Area Selection
The selection of areas to include in the exposure analysis takes into consideration the

availability of ambient monitoring, the presence of significant and diverse SO, emission sources,
population demographics, and results of the ambient air quality characterization. Although it
could be useful to characterize SO, exposures nationwide, because the exposure modeling

approach is both time and labor intensive, a regional and source-oriented approach was selected

52 An exposure event is a continuous period of time during which the factors that affect exposure (microenvironment
inhabited, activity performed, ventilation rate, and pollutant concentration) can be considered constant.
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to make the analysis tractable and with the goal of focusing on areas most likely to have elevated
SO, peak concentrations and with sufficient data to conduct the analysis.

A broad study area was first identified based on the results of a preliminary screening of
the 5-minute ambient SO, monitoring data that were available. The state of Missouri was one of
only a few states reporting both 5-minute maximum and continuous 5-minute SO, ambient
monitoring data (14 total monitors), as well as having over thirty monitors in operation at some
time during the period from 1997 to 2007 that measured 1-hour SO, concentrations. In addition,
the air quality characterization described in Chapter 7 estimated frequent exceedances above the
potential health effect benchmark levels at several of the 1-hour ambient monitors within
Missouri. In a ranking of estimated SO, emissions reported in the National Emissions Inventory
(NEI), Missouri ranked 7™ out of all U.S. states for the number of stacks with annual emissions
greater than 1,000 tons. These stack emissions were associated with a variety source types such
as electrical power generating units, chemical manufacturing, cement processing, smelters, and
emissions associated with port operations.

In the 1* draft SO, REA, several modeling domains were characterized within the
selected state of Missouri to assess the feasibility of the modeling methods. These modeling
domains were defined as areas within 20 km of a major point source of SO, emissions. While
modeled air quality and exposure results were generated for several of these domains in the 1%
draft REA, changes in the methodology used in this 2" draft REA precluded additional analysis
for most of the domains originally selected. Staff judged the availability of relevant ambient
monitoring data within the model domain as essential in evaluating the dispersion model
performance, increasing confidence in the predicted air quality and exposure modeling results.
For example, when comparing the modeled air quality to ambient monitoring data in Greene
County in the 1% draft REA, it was judged by staff that non-point source emissions may
contribute to a large proportion of measured ambient concentrations. Addressing non-point
source emissions then added a layer to the already complex modeling performed, further limiting
the potential number of locations analyzed. Second, to assess the impact of potential alternative
standards, baseline conditions (as is air quality) need to be known, again requiring ambient
monitoring data. Because Greene County had a number of ambient monitors and most of the
model input data were already well-defined, it was selected for further modeling in the 2™ draft

REA. Additionally, staff decided that modeling a large urban area would be advantageous in
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combining both large emission sources and large potentially exposed populations. Modeling for
St. Louis, Mo. was already underway at the time the 1% draft REA was completed, therefore it
was decided that exposure modeling in this domain should be continued and expanded for other

sources for the 2™ draft and the final REAs.

8.3.2 Study Area Descriptions

8.3.2.1 Greene County, Mo.

The greater Springfield, Mo., Metropolitan Statistical Area (MSA) consists of five
counties in southwestern Missouri including Christian, Dallas, Greene, Polk, and Webster
counties. The only city in the region with a population greater than 150,000 is Springfield, in
Greene County. Greene County has a total area of approximately 678 mi” (1,756 km?). Due to
the complexity of the air quality and exposure modeling performed in this exposure assessment
and the focus on receptors within 20 km of stationary sources, the modeling domain was limited
to Greene County (see Figure 8-2). The Springfield-Branson Regional Airport (WBAN 13995)

served as the source of meteorological data used in the Greene County modeling domain.

8.3.2.2 St. Louis, Mo. Area
The greater St. Louis Metropolitan Statistical Area (MSA) is the 18" largest MSA in the

United States and includes the independent City of St. Louis; the Missouri counties of St. Louis,
St. Charles, Jefferson, Franklin, Lincoln, Warren, and Washington; as well as the Illinois
counties of Madison, St. Clair, Macoupin, Clinton, Monroe, Jersey, Bond, and Calhoun. The
total MSA has an area of approximately 8,846 mi’ (22,911 km®). Due to the complexity of the
air quality and exposure modeling performed in this exposure assessment and the focus on
receptors within 20 km of stationary sources, staff limited the modeling domain to three counties
directly surrounding the city of St. Louis: St. Louis City, St. Louis County, and St. Charles
County (see Figure 8-3). These three counties comprise much of the urban center of the St.
Louis MSA, with a combined population of about 1.15 million (2000 Census), which is
approximately 45 percent of the Greater St. Louis MSA population.
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Figure 8-2. Modeling domain for Greene County Mo., along with identified emissions sources, air
quality receptors, ambient monitors, and meteorological station.

The St. Louis modeling domain defined in this REA was assembled from three separate
modeling domains described in the 1* draft SO, REA, aggregated to utilize the most reliable
hourly meteorological data available (St. Louis International-Lambert Field; WBAN 13994). It
was then reduced to just the three counties of the urban core described above. Figure 8-3 shows

the modeling domain for the greater St. Louis, MO area.
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Figure 8-3. Three county modeling domain for St. Louis, Mo., along with identified emissions sources, air quality receptors, ambient

monitors, and meteorological station.
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8.3.3 Time Period of Analysis
Calendar year 2002 was simulated for both modeling domains to characterize the most

recent year of emissions data available for the study locations. Year 2002 temperature and
precipitation used in the dispersion modeling was compared with 30-year climate normal period
data from 1978 through 2007. For Greene County, 2002 temperatures were similar to the 30-
year normal (56.2 °F compared to 56.3 °F) though drier than the 30-year normal (37.8 in.
compared to 40.2 in.). For St. Louis, 2002 temperatures were warmer on average than the 30-
year normal (57.9 °F compared to 56.8 °F) and received an annual rainfall total that was similar
with the 30-year normal (40.9 in. compared to 39.1 in.). See Appendix B, Attachment 1 for
further details.

8.3.4 Populations Analyzed
The exposure assessment included the total population residing in each modeled area and

population subgroups that were considered more susceptible as identified in the ISA. These

population subgroups include:

e Asthmatic children (5-18 years in age)
e All Asthmatics (all ages)
In addition, based on the observed responses in the human clinical trials, all asthmatic
exposures were characterized only when the individual was at moderate or greater exertion levels

during the exposure events (see sections 8.5.5 and 8.8.2).

8.4 CHARACTERIZATION OF AMBIENT HOURLY AIR QUALITY DATA
USING AERMOD

8.4.1 Overview
Air quality data used for input to APEX were generated using AERMOD, a steady-state,

Gaussian plume model (EPA, 2004a). For both modeling domains, the following steps were
performed.

1. Collect and analyze general input parameters. Meteorological data, processing
methodologies used to derive input meteorological fields (e.g., temperature, wind
speed, precipitation), and information on surface characteristics and land use are
needed to help determine pollutant dispersion characteristics, atmospheric
stability and mixing heights.
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2. Define sources and estimate emissions. The emission sources modeled included:
a. Major stationary emission sources within the domain,
b. Major stationary emission sources outside the domain (cross-border
stacks)
c. Non-point source area emissions,
d. Emissions from ports, and
e. Background sources not otherwise captured.
However, note that not all source categories were present in both modeling
domains.

3. Define air quality receptor locations. Two sets of receptors were identified for
the dispersion modeling, including ambient monitoring locations (where
available) and census block centroids.

4. Estimate concentrations at receptors. Full annual time series of hourly
concentration were estimated for 2002 by summing concentration contributions
from each of the emission sources at each of the defined air quality receptors.

Estimated hourly concentrations output from AERMOD were then used as input to the
APEX model to estimate population exposure concentrations. Details regarding both modeling
approaches and input data used are provided below. Supplemental information regarding model

inputs and methodology is provided in Appendix B.

8.4.2 General Model Inputs
8.4.2.1 Meteorological Inputs
All meteorological data used for the AERMOD dispersion model simulations were processed

with the AERMET meteorological preprocessor, version 06341. The National Weather Service
(NWS) served as the source of input meteorological data for AERMOD. Tables 8-1 and 8-2 list
the surface and upper air NWS stations chosen for the two areas. A potential concern related to
the use of NWS meteorological data is the often high incidence of calms and variable wind
conditions reported for the Automated Surface Observing Stations (ASOS) in use at most NWS
stations. A variable wind observation may include wind speeds up to 6 knots, but the wind
direction is reported as missing. The AERMOD model currently cannot simulate dispersion
under these conditions. To reduce the number of calms and missing winds in the surface data for
each of the four stations, archived one-minute winds for the ASOS stations were used to
calculate hourly average wind speed and directions, which were used to supplement the standard
archive of winds reported for each station in the Integrated Surface Hourly (ISH) database.

Details regarding this procedure are described in Appendix B, Attachment 1.
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Table 8-1. Surface stations for the SO, study areas.

Area Station Identifier WMO Latitude’ | Longitude | Elevation | Time
(WBAN) (m) Zone’
Greene Springfield- | SGF 724400 37.23528 | -93.40028 387 6
County Branson (13995)
Regional
AP
St. Louis Lambert-St. | STL 724340 38.7525 | -90.37361 161 6
Louis (13994)
International
AP
Notes:

! Latitude and longitude are the best approximation coordinates of the meteorological towers.
® Time zone is the offset from UTC/GMT to LST in hours.

Table 8-2. Upper air stations for the SO, study areas.

Area Station Identifier WMO Latitude | Longitude | Elevation Time
(WBAN) (m) Zone'
Greene Springfield- | SGF 724400 37.23 -93.40 394 6
County Branson (13995)
Regional
AP
St. Louis Lincoln- ILX 724340 (4833) 40.15 -89.33 178 6
Logan
County AP,
IL
Notes:

' Time zone is the offset from UTC/GMT to LST in hours.

8.4.2.2 Surface Characteristics and Land Use Analysis
The AERSURFACE tool (US EPA, 2008¢) was used to determine surface characteristics

(albedo, Bowen ratio, and surface roughness) for input to AERMET. Surface characteristics
were calculated for the location of the ASOS meteorological towers, approximated by using
aerial photos and the station history from the National Climatic Data Center (NCDC). A draft
version of AERSURFACE (08256) that utilizes 2001 National Land Cover Data (NLCD) was
used to determine the surface characteristics for this application since the 2001 land cover data
will be more representative of the meteorological data period than the 1992 NLCD data
supported by the current version of AERSURFACE available on EPA’s SCRAM website. All
stations considered were located at an airport. Monthly seasonal assignments were defined as
shown in Table 8-3 and because the AERSURFACE default seasonal assignments were not used,

the surface characteristics were output by month. Note, the winter options can be winter (no
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snow) or winter (continuous snow on ground).”®> The exposure modeling domains experienced
less than 28.5 days per year of at least one inch (25.4 mm) of ground snow depth according to
CLIMAP contours,”* so no month was expected to have continuous snow on ground and hence

the designation of winter (no snow) only.

Table 8-3. Seasonal monthly assignments.

Station Winter (no snow) Spring Summer Autumn
SGF December, January, April, May June, July, August | September,
February, March October,
November
STL December, January, March, April, May June, July, August | September,
February October,
November

Seasonal definitions

Winter (no snow) Late autumn after frost and harvest, or winter with no snow
Spring Transitional spring with partial green coverage or short annuals
Summer Midsummer with lush vegetation

Autumn Autumn with unharvested cropland

8.4.3 Stationary Sources Emissions Preparation

8.4.3.1 Emission Sources and Locations

Point Sources
Point sources at major facilities were identified and paired to a representative surface

meteorological station. Any stacks listed as in the same location with identical release
parameters within a certain resolution (typically to the nearest integer value) were aggregated
into a single stack to simplify modeling but retain all emissions. For this analysis, major
facilities were defined as those with an SO, emission total exceeding 1,000 tpy in 2002. Within
such facilities, every stack emitting more than one tpy was included in the modeling inventory.
This process resulted in the identification of 11 (combined) stacks in Greene County and 38
(combined) stacks in St. Louis. Additionally, 45 (combined) stacks were identified across the
state border that could influence concentrations in St. Louis. These cross-border stacks were
modeled the same as the within-state stacks. The locations of all emitting stacks were corrected

based on GIS analysis. This was necessary because many stacks in the NEI are assigned the

>3 The designation of winter (continuous snow) would tend to increase wintertime albedo and decrease wintertime
Bowen ratio and surface roughness for most land-use types compared to snow-free areas.

3 NCDC Climate Maps of the United States database (CLIMAPS). See http:/cdo.ncdc.noaa.gov/cgi-
bin/climaps/climaps.pl.
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same location, which often corresponds to a location in the facility — such as the front office —
rather than the actual stack locations. To correct for this, stack locations were reassigned
manually with the Microsoft® Live Maps® Virtual Earth® tool to visually match stacks from
the NEI database to their locations within the facilities using stack heights as a guide to stack
identification. All release heights and other stack parameters were taken from the values listed in

the NEI. Table B.3-1 (in Appendix B) lists all stacks in both domains.

Port-Related Sources
Only the St. Louis modeling domain has relevant port emissions. The Port of St. Louis is

one of the nation’s largest inland river ports. Activity from this port was modeled as fourteen
area sources along the waterfront. All port-related emission sources were considered as non-
point area emissions with boundaries based on GIS analysis of aerial photographic images. A
release height of 5.0 m with a plume initial vertical standard deviation (oz;) of 2.33 m was used
in all cases to represent emissions from Category 1 and 2 commercial marine vessels. Port
emission strength was taken from the NEI for appropriate activity within St. Louis City and
allocated uniformly by emission density for all harbor areas. That is, all ports were modeled
with the same emission density. The emission profile was taken as the seasonal hourly value

from the Emissions Modeling System for Hazardous Pollutants (EMS-HAP) model.

Non-Point Sources
Non-point sources constitute industrial, commercial and institutional facilities as

identified in the NEI. Emissions from non-point sources in Greene County are identified for
each tract in the County. In Greene County, spatial allocation factors (SAFs) from EPA’s EMS-
HAP database™ were used to disaggregate the county-wide emissions from the NEI to census
tracts. Tracts with total non-point emission densities greater than 12 tons per year/square mile
were digitized and characterized as non-point source area polygons. These tracts accounted for
about 87% of the total non-point source emissions in Greene County.

The release heights for non-point area sources are 10.0 m for rural tracts and 20.0 m for
urban tracts. Initial vertical dispersion coefficients (G,) were 4.67 m for rural tracts and 9.34 m

for urban tracts. Because these sources are not well-defined, the release parameters were derived

55 The SAFs were derived from land use data.
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though a series of sensitivity runs to characterize model performance at the ambient monitor
locations.

For the St. Louis domain, staff chose a slightly different approach to characterize non-
point emissions sources. During model-to-monitor comparisons, it became clear that the spatial
allocation of county-wide non-point emissions to tracts, based on SAFs, resulted in an inaccurate
spatial pattern of emissions. Therefore, the spatial resolution of non-point sources in this domain
was retained at the county level. However, to improve the numerical representation of these
emissions in the model, the two counties with the highest non-point source emissions — St. Louis
City and St. Louis County — were subdivided into regular grid cells. St. Louis County grid cells
were 5 km by 5 km; St. Louis City grid cells were 1 km by 1 km, more closely approximating the
smaller and denser census tracts in that region. All county-wide non-point source emissions
were spatially allocated uniformly to the grid cells. St. Charles County was modeled as a single
area source, with edges approximating the full county boundaries.

The release parameters for the St. Louis domain varied according to the urban and rural
designation of individual grid cells. Rural grid cells have a release height of 10 m and initial
dispersion length of 4.67 m. Urban grid cells have a release height of 20 m and initial dispersion

length of 9.34 m.

Background Sources
For the Greene County modeling domain, background sources were assembled to account

for any emissions not otherwise included. These were comprised of any point sources in
facilities not meeting the 1,000 tpy selection criteria and any residual non-point sources, as well
as on-road and non-road mobile sources. In addition, all emission sources in neighboring
Christian County were modeled as a rural, county-wide non-point area source with uniform
density. Both background sources were characterized as county-wide polygon rural area sources
with release heights of 10.0 m and initial dispersion length of 4.67 m.

For the St. Louis modeling domain, emissions from residual point sources, on-road
mobile sources, and non-road mobile sources were combined with the county-wide non-point

sources as described above. Thus, no separate background sources were simulated.
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8.4.3.2 Urban vs. Rural Designations
This section describes how urban and rural designations were determined for each

emission source type. AERMOD has somewhat different treatment for urban and rural sources.
For example, when regulatory default settings are employed as they were in this application, no
chemical decay is assumed for rural sources, while a 4-hour half-life is assumed for urban
sources. Another difference in AERMOD’s treatment of urban and rural sources is that for urban
sources, additional dispersion is simulated at night to account for increased surface heating
within an urban area under stable atmospheric conditions. The magnitude of this effect is weakly

proportional to the urban area population.

Point Sources
Urban or rural designations for point sources were made according to EPA guidance

based on the land use within 3 km of the source. The 2001 NLCD database was used to make
this determination. Table 8-4 lists the land use categories in the 2001 NLCD.

Table 8-4. NLCD2001 land use characterization.

Category | Land Use Type Category Land Use Type
11 Open Water 73 Lichens
12 Perennial Ice/Snow 74 Moss
21 Developed, Open Space 81 Pasture/Hay
22 Developed, Low Intensity 82 Cultivated Crops
23 Developed, Medium Intensity 90 Woody Wetlands
24 Developed, High Intensity 91 Palustrine Forested Wetland'
31 Barren Land (Rock/Sand/Clay) 92 Palustrine Scrub/Shrub Wetland'
32 Unconsolidated Shore’ 93 Estuarine Forested Wetland'
41 Deciduous Forest 94 Estuarine Scrub/Shrub Wetland'
42 Evergreen Forest 95 Emergent Herbaceous Wetlands
43 Mixed Forest 96 Palustrine Emergent Wetland (Persistent)1
51 Dwarf Scrub 97 Estuarine Emergent Wetland'
52 Shrub/Scrub 98 Palustrine Aquatic Bed'
71 Grassland/Herbaceous 99 Estuarine Aquatic Bed'
72 Sedge/Herbaceous
Notes:

! Coastal NLCD class only.
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Each stack where more than half the land use within 3 km fell into categories 21-24 were
designated as urban. These categories are consistent with those considered developed by

AERSURFACE.®

Non-Point Sources
Non-point area sources were defined as rural or urban using a similar methodology as

that for the point sources. As noted in the 2008 AERMOD Implementation Guide,’” in some
cases, a population density is more appropriate than a land use characterization. Therefore, non-
point area sources were evaluated from both a land use and population density perspective.

In Greene County, area sources were defined as corresponding to the census tract
boundaries. Each tract was then considered urban or rural by considering both the population
density and land use fraction from NLCD2001. Ifthe population density was greater than 750
persons/km? or the developed land use categories 22-24 throughout the tract was greater than 50
percent, the tract was designated as urban. In addition, if a tract was surrounded by urban tracts
it was designated as urban, since the emissions from such a tract would likely be subject to urban
dispersion conditions.

As explained above, for the St. Louis modeling domain, the counties with the greatest
non-point emissions — St. Louis City and St. Louis County — were subdivided into regular grid
cells, while St. Charles County was represented as a polygon area source with its political
boundaries. The urban or rural designation was then assigned to each based on population
density. St. Charles County and all but eleven of the 5 km grid cells in St. Louis County were
designated rural; the remaining cells in St. Louis County and all of St. Louis City were

designated urban.

Port-Related Sources
Only the St. Louis modeling domain has relevant port emissions. The fourteen port-

related non-point area sources described above were designated urban, given their location in the

urban core along the waterfront and their associated industrial activities.

*® AERSURFACE User’s Guide, U.S. EPA, OAQPS, Research Triangle Park, NC, EPA-454/B-08-001, January
2008.

" AERMOD IMPLEMENTATION GUIDE, AERMOD Implementation Workgroup, US EPA, OAQPS, Air Quality
Assessment Division, Research Triangle Park, NC, Revised January 9, 2008,

July 2009 200



Background Sources
Background area sources for Greene County were classified with the same procedures as

for non-point area sources. Both Greene and Christian counties were designated rural.

8.4.3.3 Source Terrain Characterization
All corrected locations for the final list of major facility stacks in St. Louis and Greene

County domains were processed with a pre-release version of the AERMAP terrain
preprocessing tool. This version is functionally equivalent to the current release version of the
tool (version 08280). In particular, this updated version allows use of 1 arc-second terrain data
from the USGS Seamless Server® which allows for more highly resolved values of the source
and receptor heights as well as the hill height scales.

Terrain height information for point sources was processed through AERMAP with input
data taken from the USGS server. For all area sources (non-point and background source types),
the outputs from AERMAP were modified. In these cases, rather than using a single point to
represent these large areas, the terrain height for each vertex of the area was estimated with
AERMAP. The terrain height for the entire source polygon was then characterized as the

average terrain height from all vertices.

8.4.3.4 Emissions Data Sources

Point Sources
Data for the parameterization of major facility point sources in the two modeling domains

comes primarily from three sources: the 2002 NEI (EPA, 2007f), Clean Air Markets Division
(CAMD) Unit Level Emissions Database (EPA, 2007g), and temporal emission profile
information contained in the EMS-HAP (version 3.0) emissions model.” The NEI database
contains stack locations, emissions release parameters (i.e., height, diameter, exit temperature,
exit velocity), and annual SO, emissions. The CAMD database has information on hourly SO,
emission rates for all the electric generating units in the US, where the units are the boilers or

equivalent, each of which can have multiple stacks. ® These two databases generally contain

% http://seamless.usgs.gov/index.php

> http://www.epa.gov/ttn/chief/emch/projection/emshap30.html

5 The CAMD database also contains hourly NO, emission data for both electric generating units and other types of
industrial facilities. In the case of facilities for which CAMD has hourly NO, data but not SO, data, SO, relative
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complimentary information, and were first evaluated for matching facility data. However,
CAMD lacks SO, emissions data for facilities other than electric-generating units. To convert
annual total emissions data from the NEI into hourly temporal profiles required for AERMOD, a
three tiered prioritization was used, as follows.
1. CAMD hourly concentrations to create relative temporal profiles.
2. EMS-HAP seasonal and diurnal temporal profiles for source categorization codes
(SCCs).
3. Flat profiles, that is, a uniform emission rate throughout the day.
Details of these processes were as follows:
Tier 1: CAMD to NEI Emissions Alignment and Scaling
Of the 94 major facility stacks within the model domains identified above (11 in Greene
County and 45 cross-border and 38 within-state in the St. Louis domain), 35 (11 in Greene
County and 7 cross-border and 17 in-state in the St. Louis domain) were able to be matched
directly to sources within the CAMD database. Stack matching was based on the facility name,
Office of Regulatory Information Systems (ORIS) identification code (when provided) and
facility total SO, emissions. For these stacks the relative hourly profiles were derived from the
hourly values in the CAMD database, and the annual emissions totals were taken from the NEI.
Hourly emissions in the CAMD database were scaled to match the NEI annual total emissions by
proportionally scaling each hour. Although the CAMD emissions may be more accurate than the
corresponding values in the NEI because they are based on direct emissions monitoring, because
CAMD emissions estimates were available for only a subset of sources, the NEI emission totals
were used so that the emission estimates would be consistent across all sources.
Tier 2: EMS-HAP to NEI Emissions Profiling
Of the 94 major facility stacks within the two MO domains, 38 stacks (all of which are
cross-border stacks in the St. Louis domain) could not be matched to a stack in the in the CAMD
database, but had SCC values that corresponded to SCCs that have temporal profiles included in
the EMS-HAP emissions model. In these cases, the SCC-specific seasonal and hourly variation
(SEASHR) values from the EMS-HAP model were used to characterize the temporal profiles of

emissions for each hour of a typical day by season and day type.

temporal profiles could be approximated by NO, temporal profiles. However, there were no such cases for MO
facilities.
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Tier 3: Other Emissions Profiling

Of the 94 major facility stacks within the two MO model domains, 21 (all from the St.
Louis in-state domain) could not be matched to a stack in CAMD database, or to profiles in the
EMS-HAP model by SCC code. In these cases, a flat profile of emissions was assumed. That is,
emissions were assumed to be constant for all hours of every day, but with an annual total that
equals the values from the NEI. A summary of the point source emissions used for the two
modeling domains is given in Table 8-5. Appendix B, Table B.3-1 contains all 94 stacks within
the modeling domains and the data source used to determine their emissions profiles.

Nearly all of the point sources in both domains were accounted for directly in the
dispersion modeling. Table 8-5 shows the point source contribution captured directly within each

modeling domain.

Port-Related Sources
Ports were the only non-road sector explicitly simulated in either modeling domain. Only

the St. Louis domain had port emissions. All relevant port emissions were directly captured,
comprising 51 percent of the total non-road emissions for the domain. Emission profiles for
port-related activity were taken from the EMS-HAP model for sectors matching the modeled
activity. Table 8-5 shows the port source contribution modeled directly within each modeling

domain and compares it to the total non-road emissions.

Non-Point and Background Sources
Non-point polygon area sources were developed to capture non-point

commercial/institutional and industrial emissions within the domains, as specified in the NEI.
For the St. Louis modeling domain, all non-point emissions were included either in gridded area
sources over St. Louis City and St. Louis County or a polygon area source over St. Charles
County, as described above. For the Greene County modeling domain, commercial/institutional
and industrial non-point area source polygons were created to represent the individual census
tracts within the county that captured approximately 87 percent of the relevant emissions
countywide from the NEI. Other non-point sources, as well as on-road mobile and non-road
mobile sources were included in the background source

Because non-point area source and background area source temporal profiles are
unknown, staff derived profiles that provided a best-fit match between the model predictions and

monitor data. To determine the most representative average non-point area source emission
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profile across each modeling domain, we first selected monitors where ambient concentrations
were expected to be primarily influenced by area sources. Due to their locations relative to
sources, all but one monitor (ID 290770032) in Greene County indicated ambient concentrations
were primarily influenced by point source emissions. In St. Louis, all seven ambient monitors
(IDs 291890004, 291890006, 291893001, 291895001, 291897003, 295100007, and 295100086)
indicated significant influence from area source emissions. Next, simulations were conducted
with all sources modeled in detail — except area sources, which were modeled with uniform
emission profiles. A weighting function was then determined based on the modeled error for
each hour of the day at the one Greene County monitor and as an average of the errors at the
seven individual St. Louis area monitors. In both cases, the error function was defined as the
ratio of the total observed concentration, minus the total concentration due to all non-point
sources, to the concentration predicted by the non-point sources alone. This diurnal error
function was then normalized such that its average value is unity. Finally, a corrected non-point
emission profile was determined by combining this normalized weighting function with the
uniform emission profile.

Figures 8-4 and 8-5 show the diurnal emissions profiles derived for both the St. Louis and
Greene County domains compared to other profiles for industrial and commercial/institutional
area sources derived from commonly used emissions models, such as SMOKE and EMS-HAP.
The shape of the derived temporal profiles imply that the emission sources are active almost
exclusively during the daytime from approximately 8 am to 8pm, in contrast to those derived
from SMOKE and EMS-HAP, which show less extreme daytime-dominated patterns. Given the
large uncertainties about the actual emission sources represented by the industrial and
commercial/institutional non-point category and given that such sources are likely to be small
facilities, it is reasonable to assume that their cumulative emissions occur almost exclusively
during daytime hours. Table 8-5 shows the non-point source contribution modeled directly

within each modeling domain and compares it to the total non-point emissions.’'

%! Table 8-5 does not have the relevant background contribution for each domain. This is because the total
background in each domain includes not only the counties in the modeling domain (three in the St. Louis domain
and one in the Greene County domain), but also adjacent counties that could influence concentrations within the
modeling domain. In those cases, the total countywide emissions are included in the background. Thus, directly
expressing those values would be confusing and are thus omitted.
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Table 8-5. Summary of NEI emission estimates and total emissions used for dispersion modeling

in Greene County and St. Louis modeling domains.

Point Sources Area Sources Non-road Sources
NEI Modeled NEI Modeled NEI Modeled
Modeling | Emissions |Emissions Emissions |[Emissions Emissions |Emissions
Domain (tpy) (tpy) (%) (tpy) (tpy) (%) (tpy) (tpy) (%)
Greene Co. 9,255 9,047 98% 2,055 1,781 87% N/A N/A N/A
100
St. Louis 70,016 68,656 |98% 15,137 15,137 % 3,058 1,559 51%
0.14 : ‘ :
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Figure 8-4. Derived best-fit non-point area source diurnal emission profile for the St. Louis

domain, compared to other possible profiles.
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Figure 8-5. Derived best-fit non-point area source diurnal emission profile for the Greene County
domain, compared to other possible profiles.

8.4.4 Receptor Locations
Two sets of receptors were chosen to represent the locations of interest within each of the

modeling domains. The first set was selected to represent the locations of the residential
population of the modeling domain. These receptors were US Census block centroids in the
Greene County and St. Louis modeling domains, (Figures 8-2 and 8-3, respectively), that lie
within 20 km (12 miles) of any of the major facility stacks.”” Each of these receptors was
modeled at ground level. A total of 17,703 receptors were selected in the St. Louis modeling
domain and a total of 5,359 receptors were selected in the Greene County modeling domain.

The second set of receptors included the locations of the available ambient SO, monitors.
These receptors were used in evaluating the dispersion model performance. In Greene County,
there were five ambient monitors with valid ambient monitoring concentrations (Figure 8-2).

Within the three St. Louis counties, there were seven monitors (Figure 8-3).

52 The block centroids used for this analysis are actually population-weighted locations reported in the ESRI
database. They were derived from geocoded addresses within the block taken from the Acxiom Corporation
InfoBase household database (Skuta and Wombold, 2008; ESRI, 2008). These centroids differ from the “internal
points” reported by the US Census, which are often referred to as centroids because they are designed to represent
the approximate geographic center of the block.
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8.4.5 Modeled Air Quality Evaluation
The hourly SO, concentrations estimated from each of the sources within a modeling

domain were combined at each receptor. These concentration predictions were then compared
with the measured concentrations at ambient SO, monitors. Rather than compare concentrations
estimated at a single modeled receptor point to the ambient monitor concentrations, a distribution
of concentrations was developed for the predicted concentrations for all receptors within a 4 km
distance of the monitors. Further, instead of a comparison of central tendency values (mean or
median), the full modeled and measurement concentration distributions were used for
comparison.

As an initial comparison of modeled versus measured air quality, all modeled receptors
within 4 km of each ambient monitor location were used to generate a prediction envelope.”
This envelope was constructed based on selected percentiles from the modeled concentration
distribution at each receptor for comparison to the ambient monitor concentration distribution.
The 2.5™ and 97.5™ percentiles from all monitor distribution percentiles® were selected to create
the lower and upper bounds of the envelope. The full 1-hour distributions for the ambient
measurement data, the modeled monitor receptor,® and the prediction envelope were compared
using their respective cumulative density functions (CDFs). When illustrating these
distributions, the percentiles were plotted on a log-scale as the difference between 100 and the
CDF value to allow for visual expansion of the extreme upper percentiles of the distribution. For
illustrative purposes, the maximum concentration was defined as 100-99.99 (or 0.01) because the
logarithm of zero is undefined.

A second comparison between the modeled and monitored data was performed to
evaluate the diurnal variation in SO, concentrations. AERMOD receptor concentrations during
each hour-of-the-day were averaged (i.e., 365 values for hour 1, 365 values for hour 2, and so
on) to generate an annual average SO, concentration for each hour at each modeled receptor.

Prediction envelopes were constructed similar to that described above from modeled receptors

63500 m to 4 km is the area of representation of a neighborhood-scale monitor, according to EPA guidance.

% As an example, suppose there are 1,000 receptors surrounding a monitor, each receptor containing 8,760 hourly
values used to create a concentration distribution. Then say the 73" percentile concentration prediction is to be
estimated for each receptor. The lower bound of the 73" percentile of the modeled receptors would represented by
the 2.5™ percentile of all the calculated 73" percentile concentration predictions, i.e., the 25™ highest 73™ percentile
concentration prediction across the 1,000 73™ percentile values generated from all of the receptors. Note that at any
given percentile along either of the envelope bounds as well as at the central tendency distribution (the receptor 50
percentile), the concentration from a different receptor may be used.

% The modeled monitor is the modeled air quality at the ambient monitoring location.
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located within 4 km of each ambient monitor. The measured ambient monitoring data was also
averaged to generate the diurnal profile. Then, annual averaged concentrations for the ambient
measurement data, the modeled monitor receptor, and the prediction envelope were plotted by
hour-of-the-day for comparison.

Staff also evaluated potential impact of the differences between the predicted and
measured 1-hour SO, concentrations by comparing the modeled and measured number of 5-
minute air quality benchmark exceedances that would result from using each 1-hour
concentration distribution. The full year of 1-hour ambient monitored and AERMOD modeled
SO, concentrations (at the monitor receptor location) were used as input to the 5-minute
statistical model and processed as described in section 7.2.5. Measured 5-minute maximum SO,
concentrations were only available for two of the monitors in Greene County (290770026 and
290770040). These monitoring locations were used to generate the number of days per year with
at least one benchmark exceedance. Further, the concentration distributions given by the
AERMOD prediction envelopes (i.e., the 2.5™ and 97.5™) were used to approximate lower and
upper prediction bounds for the number of days per year with 5-minute benchmark exceedances.
To do this, first the total numbers of benchmark exceedances in a year®® were estimated for each
monitor using the 1-hour concentration percentiles representing each AERMOD distribution
(i.e., the AERMOD monitor receptor, the AERMOD 2.5", and the AERMOD 97.5™). Then,
scaling factors were calculated by dividing each the AERMOD 2.5"™ and AERMOD 97.5™
benchmark exceedance results by that of the exceedances estimated using the AERMOD monitor
receptor. These scaling factors were then applied to the full AERMOD monitor receptor
predictions that estimated the number of days per year with exceedances to estimate the lower

and upper bounds.

8.4.5.1 Greene County Modeled Air Quality Evaluation
For Greene County, there were five monitors used for comparison with the AERMOD 1-

hour concentration estimates. For each monitor, staff plotted the model-predicted versus

ambient measured concentrations using two methods; the first used a CDF, the second used the

% Because the AERMOD p2.5 and p97.5 prediction envelopes are not representing a particular time but are a
temporal and spatial mixture of low and high concentrations surrounding each monitor, specific counts of days per
year could not be calculated. Staff assumed a proportional relationship existed between the total number of
exceedances in a year and the number of days per year with exceedances. Thus, scaling factors can be calculated
using the AERMOD monitor receptor data, which had both the percentile form and 8,760 concentrations at specific
hours of the day and days of the year.
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diurnal profile. In each plot, four concentration distributions were used; the distribution of the
modeled 1-hour SO, concentrations estimated for the monitor receptor, the upper and lower
bounds of the receptor envelope (i.e., generated from all receptors within 4 km of monitor
receptor), and the hourly concentration distribution measured at each ambient monitor. The
results for Greene County are provided in Figures 8-6 to 8-8. The data used to generate the
figures are provided in Appendix B.

When considering the total hourly distribution or CDFs, monitor concentration
distributions are generally bounded by the modeled distributions. At some of the upper
percentiles of the distributions, the deviations were of varying direction (over- or under-
prediction) and magnitude (a few ppb to tens of ppb). For example, monitor ID 290770026
(Figure 8-6) exhibits higher measured concentrations at the upper percentiles of the distribution
that extend beyond the AERMOD prediction envelope, however the deviation occurred beyond
the 99.5™ percentile (maximum observed =114 ppb, AERMOD 97.5™ = 101 ppb). At monitor ID
290770032 (Figure 8-6), the measured concentrations fall below the prediction envelope,
beginning just beyond the 95t percentile 1-hour concentration.

Even though ambient monitors 290770040 and 290770041 (Figure 8-2) are located
approximately 150 m from one another, they exhibited very different measured concentrations at
the extreme upper percentiles (Figure 8-7). The greatest difference is in comparing the
maximum observed concentrations; 203 ppb versus 33 ppb. The AERMOD predictions followed
a similar pattern at the upper percentiles, i.e., the modeled concentrations for the monitor
location were greater (50 to 100%) at monitor ID 290770040 when compared with 290770041,
but not nearly as great a difference noted at the maximum measured concentrations. The
AERMOD prediction envelope was similar for both of these monitors, encompassing the
ambient measured concentrations from the 80" through the 99.5" percentiles for both, while
completely enveloping all 1-hour concentrations at monitor ID 290770041.

The pattern in the AERMOD modeled concentrations at the monitor location and the
ambient measurement concentration distribution for monitor ID 290770037 is nearly identical.
The only difference observed is that the measured concentrations are 1-3 ppb greater than the
modeled concentrations within the 99™ percentile of the distribution. Much of the measured
distribution falls within the AERMOD prediction envelope, with deviation occurring just beyond
the 99.5™ percentile.
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The diurnal pattern observed at each of the ambient monitors is represented well by the
modeled concentrations; in general concentrations are elevated during the midday hours and
lowest during the late-night and early-morning hours. In addition, most of the measured
concentrations fall within the AERMOD prediction envelopes at all hours of the day, with a few
exceptions. For example, all observed concentrations for monitor ID 290770032 are below that
of the upper AERMOD prediction envelope, though at monitor ID 290770026, measured
concentrations are above those modeled during the early-morning and late-night hours (Figure 8-
6). Much of the deviation during these hours-of-the-day is likely a result of the concentrations at
or below the 80" percentile, where measured concentrations were always greater than any of the
predicted concentrations at corresponding percentiles of the distribution. While the prediction
envelopes encompassed the diurnal pattern observed at monitor IDs 290770040 and 290770041
(Figure 8-7), the results for the modeled concentrations at the monitor locations were not equally
representative. The diurnal pattern and magnitude of concentrations was well reproduced at
monitor ID 290770041, while modeled concentrations at the monitor location during the midday
and evening hours were greater than the measured concentrations at monitor ID 290770040.

Staff evaluated the potential impact the predicted 1-hour concentrations would have on 5-
minute air quality benchmark exceedances (Table 8-6). In general, the results for the estimated
numbers of days per year with 5S-minute concentrations above benchmark levels followed similar
patterns to those observed above when considering comparisons of the 1-hour SO, concentration
distributions. The numbers of benchmark exceedances at monitor ID 290770026 were under-
predicted by AERMOD just as was the 1-hour SO, concentrations at that monitoring location.
However, the number of days with 5-minute concentrations above the benchmark levels for both
the measured and modeled ambient concentrations fell within the range of the AERMOD
prediction envelopes. There was good agreement in the number of days per year with air quality
benchmark exceedances at each of the four other monitors, whether there were none, a few, or
several days with expected benchmark exceedances. These results indicate that the magnitude of
observed differences in predicted versus measured 1-hour SO, concentration does not result in
unexpected differences in the number of days per year having 5-minute SO, concentrations

above the benchmark levels.
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Table 8-6. Measured and modeled number of days in year 2002 with at least one 5-minute SO,
benchmark exceedance at ambient monitors in Greene County.

Number of Days per Year with a 5-minute SO,
5-minute SO, Concentration Above Air Quality Benchmark Level
Benchmark Ambient Monitor' AERMOD?
Monitor ID (ppb) Modeled | Measured p2.5 Monitor p97.5
100 57 27 2 19 103
200 18 0 0 2 9
290770026 300 5 0 0 0 >
400 2 0 0 0 0
100 0 - 0 0 0
290770032 200 0 - 0 0 0
300 0 - 0 0 0
400 0 - 0 0 0
100 33 44 1 40 81
290770037 200 14 12 0 13 22
300 7 1 0 5 6
400 4 0 0 2 3
100 7 - 0 25 42
290770040 200 3 - 0 3 5
300 1 - 0 0 0
400 0 - 0 0 0
100 0 - 0 2 17
290770041 200 0 - 0 0 0
300 0 - 0 0 0
400 0 - 0 0 0
Notes:
' The modeled numbers of 5-minute benchmark exceedances were generated from 1-hour
SO, ambient monitor measurements input to the 5-minute statistical model. The measured
numbers of 5-minute benchmark exceedances were calculated from ambient monitors
reporting 5-minute SO, concentrations. Both of these values were normalized to a full year
£n=365 days) for comparison with the AERMOD predictions.

AERMOD monitor 5-minute benchmark exceedances were generated from 1-hour SO,
ambient predictions (at monitor receptor location) input to the 5-minute statistical model.
AERMOD p2.5 and p97.5 benchmark exceedances were generated from the
corresponding hourly prediction envelope distribution and input to the 5-minute statistical
model.
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Figure 8-6. Comparison of measured ambient monitor SO, concentration distribution and diurnal profile with the modeled monitor
receptor and receptors within 4 km of monitors 290770026 and 29077032 in Greene County, Mo. Maximum 1-hour concentration
percentile is defined as 0.01 (or 100-99.99) because log(0) is undefined.
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Figure 8-7. Comparison of measured ambient monitor SO, concentration distribution and diurnal profile with the modeled monitor
receptor and receptors within 4 km of monitors 290770040 and 29077041 in Greene County, Mo. Maximum 1-hour
concentration percentile is defined as 0.01 (or 100-99.99) because log(0) is undefined.
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Figure 8-8. Comparison of measured ambient monitor SO, concentration distribution and diurnal profile with the modeled monitor
receptor and receptors within 4 km of monitor 290770037 in Greene County, Mo. Maximum 1-hour concentration percentile is
defined as 0.01 (or 100-99.99) because log(0) is undefined.
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8.4.5.2 St. Louis Modeled Air Quality Evaluation
For St. Louis, there were seven monitors used for comparison with the AERMOD

concentration estimates. The distribution of the modeled 1-hour SO, concentrations estimated
for the monitor receptor, the receptor envelope (i.e., all receptors within 4 km of monitor
receptor), and the hourly concentration distribution measured at each ambient monitor are
provided in Figures 8-9 to 8-12. Data used to generate the figures is provided in Appendix B.

There are distinct differences in the comparison of modeled versus measured
concentration distributions at ambient monitoring locations in St. Louis when compared with
Greene County. Most noticeable is the width of the prediction envelopes; St. Louis prediction
envelopes were not as wide as those generated for Greene County. This indicates that, in
comparison with the Greene County modeling domain, there is less spatial variability in the
concentrations modeled at receptors surrounding the ambient monitoring locations in St. Louis.
This is likely a result of the emission source contributions; four of five ambient monitors in
Greene County were primarily influenced by point sources, while most of the concentration
contribution for St. Louis monitors was from area source emissions.

The modeled concentrations at the monitor locations and ambient measured concentration
distributions showed better overall agreement at the St. Louis monitors, though many of the
measured concentrations are outside of the prediction envelopes. For example, at monitor ID
291890006 all measured concentrations up to the 99™ percentile fell below the prediction
envelope (Figure 8-9) (the maximum was within). Note however that the difference in the
measured concentrations was only about 1 ppb when compared with concentrations at any of the
envelope percentiles and at most 2 ppb when compared with the modeled concentrations at the
monitor receptor. In addition, because most of these under-predictions occur at concentrations
well below levels of interest, it is not of great consequence. At the upper percentiles, many of
the ambient concentrations fell within the prediction envelopes; 6 of 7 monitors at the maximum
percentile were within, 3 of 7 monitors at the 99t percentile were within, and 4 of 7 monitors at
the 95" percentile were within the prediction envelopes. Where measured upper percentile
concentrations were outside of the prediction envelopes, it was consistently beneath the 2.5™
prediction, possibly indicating AERMOD over-prediction at these monitors at certain percentiles
of the distribution. When comparing the AERMOD monitor concentrations with the measured

ambient concentrations between the 80™ and 99™ percentile of the distribution, most of the
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predicted values were greater than the measured concentrations. The magnitude of this over-
prediction ranged from about 1 to 2 ppb, although one monitor had a 7 ppb difference at the 99"
percentile. Predictions at the maximum concentrations were more balanced; 4 of the 7 monitors
had over-predictions, while all predictions (under or over) were approximately within 10 to 35
ppb of the measured concentrations.

The diurnal pattern was reproduced at the St. Louis monitoring locations, with some of
the prediction envelopes encompassing much of the measured ambient concentrations (e.g.,
Figure 8-9, monitor ID 291890004; Figure 8-11 monitor ID 291897003). Again where deviation
did occur at a few of the monitors, the contribution of the lower concentrations (i.e., mostly those
beneath the 90™ percentile) likely played a role in the magnitude of the disagreement. This can
be seen at monitor ID 291890006 (Figure 8-10) where most (99%) of the predicted
concentrations are consistently above the measure concentrations by 1 to 2 ppb. It is not
surprising to see that the difference in comparing the measured versus modeled diurnal profile at

every hour-of-the-day is also between 1 to 2 ppb.
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Figure 8-9. Comparison of measured ambient monitor SO, concentration distribution and diurnal profile with the modeled monitor
receptor and receptors within 4 km of monitors 291890004 and 291890006 in St Louis, Mo. Maximum 1-hour concentration
percentile is defined as 0.01 (or 100-99.99) because log(0) is undefined.
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Figure 8-11. Comparison of measured ambient monitor SO, concentration distribution and diurnal profile with the modeled monitor
receptor and receptors within 4 km of monitors 291897003 and 295100007 in St Louis, Mo. Maximum 1-hour concentration
percentile is defined as 0.01 (or 100-99.99) because log(0) is undefined.
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Figure 8-12. Comparison of measured ambient monitor SO, concentration distribution and diurnal profile with the modeled monitor
receptor and receptors within 4 km of monitor 295100086 in St Louis, Mo. Maximum 1-hour concentration percentile is
defined as 0.01 (or 100-99.99) because log(0) is undefined.
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8.4.4.3. Using unadjusted AERMOD predicted SO, concentrations
The SO, concentrations estimated using AERMOD do not have a particular directional

influence in over- or under-estimating concentrations, save for small over-estimation primarily
observed at the lowest concentrations and some difficulty in reproducing some of the maximum
measured concentrations. Most ambient monitoring concentrations fell within the modeled
prediction envelopes constructed of modeled receptors surrounding the monitor. In generating
the modeled air quality, staff made judgments in appropriately modifying model inputs including
an adjustment of the area source temporal emission profile to improve the comparison of the
model predictions with the measurement data. Staff went through several iterations of evaluating
the model performance in each modeling domain following model input adjustments to obtain
the current modeled air quality results. Given the time and resources to perform this assessment,
the good agreement in the model-to-monitor comparisons, the degree of confidence in the
dispersion modeling system, the spatial representation of the monitors compared with receptors
modeled, and the number of comparisons available, staff did not perform any further adjustments
to the modeled concentrations to improve the relationship between modeled versus measured
concentration at each monitor. Additional details on the staff's reasoning are provided in section

8.11.

8.5 SIMULATED POPULATION

APEX takes population characteristics into account to develop accurate representations of
study area demographics. Specifically, age- and gender-specific population counts and
employment probability estimates, asthma prevalence rates, and home-to-work commuting
locations and probabilities were used to develop representative profiles of hypothetical
individuals used in the exposure modeling simulation. In addition, body surface area (BSA) and
activity-specific ventilation rates are two important attributes used by APEX to characterize
when simulated individuals were at moderate or greater activity levels. Each of these is

discussed in the following sections.

8.5.1 Population Counts and Employment Probabilities
Block-level population counts were obtained from the 2000 Census of Population and

Housing Summary File 1 (SF-1). Estimates of employment were also developed form census

information (US Census Bureau, 2007) and separated into gender and age groups. Children
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under 16 years of age were assumed to be not employed. Staff also assumed that employment
probabilities for a census tract apply uniformly to the constituent census blocks. Further details

are provided in Appendix B.2.2.2.

8.5.2 Asthma Prevalence
The population subgroups included in this exposure assessment are asthmatics and

asthmatic children. Evaluating exposures of these subgroups with APEX requires the estimation
of children’s asthma prevalence rates. The proportion of the population of children characterized
as being asthmatic was estimated by statistics on asthma prevalence rates recently used in the
NAAQS review for O3 (US EPA, 2007d). See Appendix B, Attachment 2 for details on the
derivation. Specifically, an analysis of data provided in the National Health Interview Survey
(NHIS) for 2003 (CDC, 2007) generated age and gender specific asthma prevalence rates for
children ages 0-17. Staff used these data rather than the aggregate data available at the county
level, to retain the variability in asthma prevalence observed with children of different ages.
Adult asthma prevalence rates were estimated by gender and for each particular modeling
domain based on Missouri regional data (MO DOH, 2002). Table 8-7 provides a summary of the
asthma prevalence used in the exposure analysis, stratified by age and gender.

The total population simulated within the two modeling domains was approximately 1.4
million persons, of which there was a total simulated population of about 130,000 asthmatics.
The model simulated over 360,000 children ages 5 through 17, of which there were nearly
50,000 asthmatics. The individual populations for each modeling domain and subpopulation of
interest are provided in Table 8-8. For comparison, staff weighted the asthma prevalence by
population in the three counties reported by the MO Department of Health (2003) for all ages
(i.e., St. Charles-8.8%, St. Louis-5.8%, and St. Louis City-16.4%) to generate an asthma
prevalence of 8.8%. This asthma prevalence is similar to the 9.2% modeled here using APEX.
In Greene County, the reported asthma prevalence was 10.2% (MO Department of Health,
2003), while 9.8% of the simulated population was asthmatic.
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Table 8-7. Asthma prevalence rates by age and gender used in Greene County and St. Louis
modeling domains.

Modeling Asthma Prevalence (%)
Domain
(Region) Age1 Females Males
Greene Co. 0 7.0 3.1
and St. Louis 1 7.1 6.3
(Midwest) 2 7.3 10.8
3 7.5 15.8
4 8.1 21.6
5 9.5 17.8
6 9.2 12.8
7 9.0 12.1
8 8.6 12.8
9 11.0 14.7
10 16.2 17.7
11 19.6 19.0
12 21.2 19.5
13 17.0 16.9
14 14.0 16.8
15 13.3 18.0
16 14.0 20.1
17 16.5 23.7
Greene Co. >17 10.7 6.1
St. Louis >17 9.3 5.3
Notes:
! Ages 0-17 from the National Health Interview Survey
(NHIS) for 2003 (CDC, 2007); ages >17 from (MO DOH,
2002).

Table 8-8. Population modeled in Greene County and St. Louis modeling domains.

Modeling Population Asthmatic Population
Domain All Ages Children (5 —18) All Ages Children (5 —18)

Green Co. 224,145 54,373 21,948 7,285

St. Louis 1,151,094 308,939 105,456 41,714

8.5.3 Commuting Database
Commuting data were originally derived from the 2000 Census, collected as part of the

Census Transportation Planning Package (CTPP) (US DOT, 2007). The data used here contain
counts of individuals commuting from home-to-work locations at a number of geographic scales.
These data were processed to calculate fractions for tract-to-tract flow on a national level (all 50

U.S. states and Washington, D.C.). A software pre-processor was then developed to generate

July 2009 223



block-level commuting files for APEX using the tract-level commuting data and finely-resolved
land use data, assuming the frequency of commuting to a workplace block within a tract is
proportional to the amount of commercial and industrial land in the block. Further details are
provided in Appendix B.2.2.2.

Note that while travel on roads was accounted for by APEX for other individuals (e.g.,
unemployed, children, persons who work at home) it was assumed that the vehicle travel (e.g.,

car, bus, train) occurred within the block the individual resides.

8.5.4 Body Surface Area
Age- and gender-specific BSA is estimated for each simulated individual. Briefly, the

BSA calculation is based on logarithmic relationships developed by Burmaster (1998) that use

body mass (BM) as an independent variable as follows:

BSA=e7>""" BM %! equation (8-1)

where,
BSA  =Dbody surface area (m?)
BM  =Dbody mass (kg)

Each simulated individual’s body mass was randomly sampled from age- and gender-
specific body mass distributions generated from National Health and Nutrition Examination
Survey (NHANES) data for the years 1999-2004.°" Details in their development and the

parameter values are provided in Appendix B, Attachment 3.

8.5.5 Activity-Specific Ventilation Rates
Ventilation is a general term describing the movement of air into and out of the lungs.

The rate of ventilation is determined by the type of activity an individual performs which in turn
is related to the amount of oxygen required to perform the activity. Minute or total ventilation

rate is used to describe the volume of air moved in or out of the lungs per minute.

%7 Demographic (Demo) and Body Measurement (BMX) datasets for each of the NHANES studies were obtained
from http://www.cdc.gov/nchs/nhanes/nhanes_questionnaires.htm.
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Quantitatively, the volume of air breathed in per minute (¥, ) is slightly greater than the volume
expired per minute (¥ ¢ ). Clinically, however, this difference is not important, and by
convention, the ventilation rate is always measured on an expired sample or V .

The rate of oxygen consumption (¥ 02) is related to the rate of energy usage in

performing activities as follows:

Vo:=EExECF equation (8-2)
where,

Vo = Oxygen consumption rate (liters O,/minute)

EE = Energy expenditure (kcal/minute)

ECF = Energy conversion factor (liters Oy/kcal).

The ECF shows little variation and typically, a value between 0.20 and 0.21 is used to
represent the conversion from energy units to oxygen consumption units. In this REA, APEX
randomly sampled from a uniform distribution defined by these lower and upper bounds to
estimate an ECF once for each simulated individual. The activity-specific energy expenditure is
highly variable and can be estimated using metabolic equivalents (METs). The METs are ratios
of the rate of energy consumption for non-rest activities to the resting rate of energy

consumption. Thus energy expenditure can be represented by the following:

EE=MET xRMR equation (8-3)
where,

EE = Energy expenditure (kcal/minute)

MET = Metabolic equivalent of work (unitless)

RMR = Resting metabolic rate (kcal/minute)

The CHAD database (EPA, 2002) contains distributions of METs for all activities that

might be performed by simulated individuals. APEX randomly samples from the various METs

distributions to obtain values for every activity performed by each individual. Age- and gender-
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specific RMR are estimated once for each simulated individual using a linear regression model

(see Johnson et al., 2000)®® as follows:

RMR=[b, +b, (BM)+¢&]F equation (8-4)

where,

RMR = Resting metabolic rate (kcal/min)

b, = Regression intercept (MJ/day)

b; = Regression slope (MJ/day/kg)

BM  =Dbody mass (kg)

€ = randomly sampled error term, N {0, se)” (MJ/day)
F = Factor for converting MJ/day to kcal/min (0.166)

Finally, Graham and McCurdy (2005) describe an approach to estimate V £ using f/oz .
In that report, a series of age- and gender-specific multiple linear regression equations were
derived from data generated in 32 clinical exercise studies. The algorithm accounts for
variability in ventilation rate due to variation in oxygen consumption, the variability within age

groups, and both inter- and intra-personal and variability. The basic algorithm follows:

ln(I}E/ BM)=b, +b, ln(f/ 02/ BM)+b, In(1+age)+b, gender +e, +e,  equation (8-5)

where,

In = natural logarithm of variable

Vel BM = activity-specific ventilation rate, body mass normalized (liter air/kg)

b; = see below

I}oz/ BM = activity-specific oxygen consumption rate, body mass normalized
(liter/Oy/kg)

age = the age of the individual (years)

gender = gender value (-1 for males and +1 for females)

ep = randomly sampled error term for between persons N{0, se), (liter air/kg)

ey = randomly sampled error term for within persons N{0, se), (liter air/kg)

5 The regression equations were adapted by Johnson et al. (2000) using data reported by Schofield (1985). The
regression coefficients and error terms used by APEX are provided in Appendix B Attachment 3.

% The value used for each individual is sampled from a normal distribution (N) having a mean of zero (0) and
variability described by the standard error (se).
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As indicated above, the random error (¢) is allocated to two variance components and
used to estimate the between-person (inter-individual variability) residuals distribution (e;) and
within-person (intra-individual variability) residuals distribution (e,). The regression parameters
by, by, by, and b3 are assumed to be constant over time for all simulated persons, e; is sampled
once per person, while whereas e,, is sampled from event to event. Point estimates of the
regression coefficients and standard errors of the residuals distributions are given in Table 8-9.

Table 8-9. Ventilation coefficient parameter estimates (b;) and residuals distributions (g;) from
Graham and McCurdy (2005).

Age Regression Coefficients' Random Error"?
group b, b, b, b; €y €w
<20 4.3675 1.0751 -0.2714 0.0479 0.0955 | 0.1117
20-<34 3.7603 1.2491 0.1416 0.0533 0.1217 | 0.1296
34-<61 3.2440 1.1464 0.1856 0.0380 0.1260 | 0.1152
61+ 2.5826 1.0840 0.2766 -0.0208 0.1064 | 0.0676
Notes:
! These are the values of the coefficients and residuals distributions described by
equation 8-5.
% The unique value used for each individual is sampled from a normal distribution (N)
having a mean of zero (0) and variability described by the standard error (se).

8.6 CONSTRUCTION OF LONGITUDINAL ACTIVITY SEQUENCES

Exposure models use human activity pattern data to predict and estimate exposure to
pollutants. Different human activities, such as spending time outdoors, indoors, or driving, will
result in varying pollutant exposure concentrations. To accurately model individuals and their
exposure to pollutants, it is critical to understand their daily activities. EPA’s CHAD provides
data for where people spend time and the activities they perform. Typical time-activity pattern
data available for inhalation exposure modeling consist of a sequence of location/activity
combinations spanning 24-hours, with 1 to 3 diary-days for any single study individual.

The exposure assessment performed here requires information on activity patterns over a
full year. Long-term multi-day activity patterns were estimated from single days by combining
the daily records using an algorithm that represents the day-to-day correlation of activities for
individuals. The algorithm first uses cluster analysis to divide the daily activity pattern records

into groups that are similar, and then select a single daily record from each group. This limited
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number of daily patterns is then used to construct a long-term sequence for a simulated
individual, based on empirically-derived transition probabilities. This approach is intermediate
between an assumption of no day-to-day correlation (i.e., re-selection of diaries for each time
period) and perfect correlation (i.e., selection of a single daily record to represent all days).
Details regarding the algorithm and supporting evaluations are provided in Appendix B,

Attachments 4 and 5.

8.7 CALCULATING MICROENVIRONMENTAL CONCENTRATIONS

Probabilistic algorithms are used to estimate the pollutant concentration associated with
each exposure event. The estimated pollutant concentrations account for temporal and spatial
variability in ambient (outdoor) pollutant concentration and factors affecting indoor
microenvironments, such as a penetration, air exchange rate, and pollutant decay or deposition
rate. APEX calculates air concentrations in the various microenvironments visited by the
simulated person by using the ambient air data estimated for the relevant blocks/receptors, the
user-specified algorithm, and input parameters specific to each microenvironment. The method
used by APEX to estimate the microenvironmental concentration depends on the
microenvironment, the data available for input to the algorithm, and the estimation method
selected by the user. The current version of APEX calculates hourly concentrations in all the
microenvironments at each hour of the simulation for each of the simulated individuals using one
of two methods: a mass balance model or a transfer factors method. Details regarding the
algorithms used for estimating specific microenvironments and associated input data derivations
are provided in Appendix B.

Briefly, the mass balance method simulates an enclosed microenvironment as a well-
mixed volume in which the air concentration is spatially uniform at any specific time. The
concentration of an air pollutant in such a microenvironment is estimated using the following

Processes:

e Inflow of air into the microenvironment
e OQOutflow of air from the microenvironment

e Removal of a pollutant from the microenvironment due to deposition, filtration, and
chemical degradation

e Emissions from sources of a pollutant inside the microenvironment.
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A transfer factors approach is simpler than the mass balance model; however, most
parameters are derived from distributions rather than single values to account for observed
variability. The transfer factors approach does not calculate concentration in a
microenvironment from the concentration in the previous hour as is done by the mass balance
method and contains only two parameters. A proximity factor is used to account for proximity
of the microenvironment to sources or sinks of pollution, or other systematic differences between
concentrations just outside the microenvironment and the ambient concentrations (at the
measurements site or modeled receptor). The second parameter, a penetration factor, quantifies

the amount of outdoor pollutant that penetrates into the microenvironment.

8.7.1 Approach for Estimating S-Minute Maximum SO; Concentrations
Five-minute maximum SO, concentrations in each exposure modeling domain were

estimated using the empirically-derived PMRs (developed from recent 5S-minute SO, ambient
monitoring data, see section 7.2) and the AERMOD predicted 1-hour SO, concentrations. Thus,
for every 1-hour SO, concentration estimated at every receptor, an associated S-minute
maximum SO, concentration was generated (i.e., twenty-four 5-minute maximum SO,
concentrations per day). These statistically modeled 5-minute maximum SO, concentrations
were then used to estimate the eleven other 5-minute concentrations that occur within every hour
(see below). This spatially complete (at the block level) and consecutive time-series of 5-minute
SO, concentrations then served as the ambient concentrations input to algorithms within APEX
that estimate the microenvironmental concentrations.

The current version of APEX can use ambient concentrations of almost any time step,
including an averaging time of 5-minutes. However, if all of the individual block-level receptor
files were generated as an input to APEX in this assessment, the size and number of files would
become an issue. In this exposure assessment, each of the thousands of receptor files generated
by AERMOD would increase by a factor of twelve, creating disk space, pre-processing, and
exposure modeling difficulties. In addition, the APEX default exposure output for modeled
individuals is the single greatest exposure within a day, thus requiring model changes to obtain
output of a different form. Staff believed that to reasonably estimate multiple peak
concentrations that might occur within an hour by addressing these issues would further

encumber the limited time and resources already available to staff to conduct the assessment.
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Staff elected to use a simplified approach to generate all other 5-minute SO,
concentrations that occur within the hour. The objective of the approach used was not to
estimate each of the other eleven 5-minute concentrations with a high degree of certainty; each
of these concentrations, by definition, would be lower than the maximum for that hour. While
the occurrence of multiple peak concentrations above benchmark levels within an hour is
possible, staff assumed that use of the twenty-four 5-minute maximum SO, concentrations could
provide an accurate estimate of the maximum exposure an individual might experience in a
day.” Further discussion regarding multiple peak exposures within an hour is given in section
8.11.

The technical approach to estimating SO, concentrations real-time within the APEX
model rather than modeled externally is as follows. An algorithm was incorporated into the
flexible time-step APEX model to estimate the 5-minute maximum SO, concentrations using the
1-hour SO, concentration, an appropriate PMR (section 7.2), and equation 7-1. The additional

eleven 5-minute concentrations within an hour at each receptor were approximated using the

following:
C-P :
x=" equation (8-6)
n—1
where,
X = 5-minute SO, concentration in each of non-peak concentration periods in
the hour at a receptor (ppb)
C = 1-hour SO, concentration estimated at a receptor (ppb)
P = estimated 5-minute maximum SO, concentration at a receptor (ppb) using
equation 7-1.
n = number of time steps within the hour (or 12)

In addition to the level of the 5-minute maximum SO, concentration, the actual time of
when the contact occurs with a person is also of importance. There is no reason to expect a
temporal relationship of the peak concentrations within the hour, thus clock times for peak
values were estimated randomly (i.e., any one of the 12 possible time periods within the hour).

The PMR assignment also assumes a standard frequency during any hour of the day.

7 Note that the model still uses all of the statistically-modeled twenty-four 5-minute maximum SO, concentrations
(one for every hour in the day) in estimating microenvironmental concentrations and personal exposures.
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8.7.2 Microenvironments Modeled
In APEX, microenvironments represent the exposure locations for simulated individuals.

For exposures to be estimated accurately, it is important to have realistic microenvironments that
match closely to the locations where actual people spend time on a daily basis. As discussed
above, the two methods available in APEX for calculating pollutant levels within
microenvironments are mass balance or a transfer factors approach. Table 8-10 lists the
microenvironments used in this study, the calculation method used, and the type of parameters

used to calculate the microenvironment concentrations.

Table 8-10. List of microenvironments modeled and calculation methods used.

Calculation Parameter Types
Microenvironment Method used’
Indoors — Residence Mass balance AER and DE
Indoors — Bars and restaurants Mass balance AER and DE
Indoors — Schools Mass balance AER and DE
Indoors — Day-care centers Mass balance AER and DE
Indoors — Office Mass balance AER and DE
Indoors — Shopping Mass balance AER and DE
Indoors — Other Mass balance AER and DE
Qutdoors — Near road Factors PR
Outdoors — Public garage - parking lot Factors PR
Qutdoors — Other Factors None
In-vehicle — Cars and Trucks Factors PE and PR
In-vehicle - Mass Transit (bus, subway,
train) Factors PE and PR
" AER=air exchange rate, DE=decay-deposition rate, PR=proximity factor,
PE=penetration factor

8.7.3 Microenvironment Descriptions

8.7.3.1 Microenvironment 1: Indoor-Residence

The Indoor-Residence microenvironment uses several variables that affect SO, exposure:
whether or not air conditioning is present, the average outdoor temperature, the SO, removal

rate, and an indoor concentration source.

Air conditioning prevalence rates
Since the selection of an air exchange rate distribution is conditioned on the presence or

absence of an air-conditioner, for each modeled area the air conditioning status of the residential

microenvironments is simulated randomly using the probability that a residence has an air
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conditioner. A value of 96% was used to represent the air conditioning prevalence rate in both
Greene County and St. Louis, using the data obtained from the St. Louis American Housing

Survey of 2004 (AHS, 2005). Air conditioning prevalence is noted as distinct from usage rate,
the latter being represented by the air exchange rate distribution and dependent on temperature

(see next section).

Air exchange rates
Air exchange rate data for the indoor residential microenvironment were the same used in

APEX for the most recent Os NAAQS review (EPA, 2007d; see Appendix B, Attachment 6).
Briefly, data were reviewed, compiled and evaluated from the extant literature to generate
location-specific AER distributions categorized by influential factors, namely temperature and
presence of air conditioning. In general, lognormal distributions provided the best fit, and are
defined by a geometric mean (GM) and standard deviation (GSD). To avoid unusually extreme
simulated AER values, bounds of 0.1 and 10 were selected for minimum and maximum AER,
respectively. Table 8-11 summarizes the AER distributions used in modeling indoor residential
exposures, separated by A/C prevalence and temperature categories. See Appendix B,
Attachment 6 for additional details.

Table 8-11. Geometric means (GM) and standard deviations (GSD) for air exchange rates by A/C
type and temperature range.

Temp
A/C Type' (°C) N GM GSD
Central or <=10 179 0.9185 1.8589
Room A/C 10-20 338 0.5636 1.9396
20-25 253 0.4676 2.2011
25-30 219 0.4235 2.0373
>30 24 0.5667 1.9447
No A/C <=10 61 0.9258 2.0836
10-20 87 0.7333 2.3299
>20 44 1.3782 2.2757
Notes:
' All distributions derived from data reported in non-California cities. See
Appendix B, Attachment 6 for details in the data used and distribution
derivation.

The AER data obtained was limited in the number of samples, particularly when
considering these influential factors. When categorizing by temperature, a range of temperatures
was used to maintain a reasonable number of samples within each category to allow for some

variability within the category, while still allowing for differences across categories. Several
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distribution forms were investigated (i.e., exponential, log-normal, normal, and Weibull) and in
general, lognormal distributions provided the best fit. Fitted lognormal distributions were
defined by a geometric mean (GM) and standard deviation (GSD). Because no fitted distribution
was available specifically for St. Louis or Greene County, distributions were selected from other
locations thought to have similar characteristics, qualitatively considering factors that might
influence AERs including the age composition of housing stock, construction methods, and other
meteorological variables not explicitly treated in the analysis, such as humidity and wind speed

patterns.

SO, Removal Rate
Staff estimated distributions of indoor SO, deposition rates by applying a Monte Carlo

sampling approach to configurations of indoor microenvironments of interest. The relative
composition of particular surface materials (e.g., painted wall board, wall paper, wool carpet,
synthetic carpet, synthetic floor covering, cloth) within various sized buildings were
probabilistically modeled to estimate 1,000 SO, deposition rates that in turn were used to
parameterize lognormal distributions (Table 8-12). The modeling was fundamentally based on a
review of SO, deposition conducted by Grontoft and Raychaudhuri (2004) for a variety of
building material surfaces under differing conditions of relative humidity. Details on the data
used and derivation of removal rates are provided in Appendix B, section 4.

Table 8-12. Final parameter estimates of SO, deposition distributions in several indoor
microenvironments modeled in APEX.

Heating or Air Conditioning in Use Air Conditioning Not in Use
. P (Summertime Ambient Morning
or Low Ambient Humidity . - o
Mi Relative Humidity of 90%)
icroenv- Geom Geom
ironment | Geom. ) Lower | Upper | Geom. " | Lower | Upper
Stand. L. . Stand. .y .
Me_a1n Dev. Llrr_11|t Llrr_|1|t Me_a1n Dev. Lm_11|t L|n_11|t
(hr™) (hr) (hr) (hr) (hr) (hr) (hr) (hr™)
Residence 3.14 1.11 2.20 5.34 13.41 1.11 10.31 26.96
Office 3.99 1.04 3.63 4.37 N/A N/A N/A N/A
School/
Day Care 4.02 1.02 3.90 4.21 N/A N/A N/A N/A
Center
Restaurant 2.36 1.28 1.64 4.17 N/A N/A N/A N/A
Other 2.82 1.21 1.71 4.12 N/A N/A N/A N/A
Indoors
Notes:
1 Summertime ambient afternoon relative humidity of 50%.
N/A not applicable, assumed by staff to always have A/C in operation.
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8.7.3.2 Microenvironments 2-7: All Other Indoor Microenvironments
The remaining six indoor microenvironments, which represent Bars and Restaurants,

Schools, Day Care Centers, Office, Shopping, and the broadly defined Other Indoor
microenvironments, were all modeled using the same data and functions. An air exchange rate
distribution (GM = 1.109, GSD = 3.015, Min = 0.07, Max = 13.8) was based on an indoor air
quality study (Persily et al., 2005). This is the same distribution in APEX used for the most
recent O3 NAAQS review (EPA, 2007d) and NO, REA (EPA, 2008d). See Appendix B,
Attachment 6 for details in the data used and derivation. The SO, removal rates in these six
indoor microenvironments were estimated as explained in section 8.7.3.1, and described in more
detail in Appendix B, section 4. The resulting lognormal distributions for removal rates are

presented in Table 8-12. These microenvironments are all assumed to have air-conditioning.

8.7.3.3 Microenvironments 8-10: Outdoor Microenvironments
All outdoor microenvironmental concentrations are well represented by the modeled

concentrations. Therefore, both the penetration factor and proximity factor for this

microenvironment were set to 1.

8.7.3.4 Microenvironments 11 and 12: In Vehicle- Cars and Trucks, and Mass Transit
There were no available measurement data for SO, penetration factors, therefore the

penetration factors used were developed from NO; data provided in Chan and Chung (2003) and
used in the recent NO; NAAQS review (EPA, 2008d). NO, and SO, are expected to have
similar penetration rates inside vehicles since both are gases. Although the in-vehicle NO,
measurements used in the in-vehicle-to-outdoor-ratios might include a small amount of in-
vehicle emissions, resulting in some discrepancy between effective penetration factors for NO,
and SO, the additional uncertainty is expected to be small compared to the overall uncertainty
implied by the broad uniform distributions.

Inside-vehicle and outdoor NO, concentrations were measured for three ventilation
conditions: air-recirculation, fresh air intake, and with windows open. Mean in-vehicle-to-
outdoor ratio values ranged from about 0.6 to just over 1.0, with higher values associated with
increased ventilation (i.e., window open). A uniform distribution U{0.6, 1.0} was selected for

the penetration factor for Inside-Cars/Trucks due to the limited data available to describe a more
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formal distribution and the lack of data available to reasonably assign potentially influential
characteristics such as use of vehicle ventilation systems for each location. Mass transit systems,
due to the frequent opening and closing of doors, was assigned a uniform distribution U{0.8,
1.0} based on the reported mean values for fresh-air intake (0.796) and open windows (1.032) on

urban streets.

8.8 EXPOSURE MEASURES AND HEALTH RISK CHARACTERIZATION

8.8.1 Estimation of Exposure
APEX calculates exposure as a time-series of exposure concentrations that a simulated

individual experiences during the simulation period. APEX calculates exposure by identifying
concentrations in the microenvironments visited by the person according to the composite diary.
In this manner, a time-series of event exposures are found. Then, the time-step exposure

concentration at any clock hour during the simulation period is calculated using the following

equation:
N
Z Ctime —step () t(j)
Jj=1 .
C, = equation (8-7)
T
where,
C; = Time-step exposure concentration at clock hour i of the simulation
period (ppm)
N = Number of events (i.e., microenvironments visited) in time-step i

of the simulation period.

ime—siep(j) — Time-step concentration in microenvironment j (ppm)

ty) = Time spent in microenvironment j (minutes)
T = Length of time-step (or 5 minutes in this analysis)

From the time-step exposures, APEX calculates time-series of 5-minute, 1-hour, 24-hour,
and annual average exposure concentrations that a simulated individual would experience during
the simulation period. APEX then statistically summarizes and tabulates the S-minute time-step
(or daily, or annual average) exposures. From this, APEX can calculate two general types of
exposure estimates: counts of the estimated number of people whose exposure exceeded a
specified SO, concentration level 1 or more times in a year and the number of times per year that

they are so exposed; the latter metric is in terms of person-occurrences or person-days. The
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former highlights the number of individuals whose exposure exceeded at least one or more times
per modeling period the health effect benchmark level of interest. APEX can also report counts
of individuals with multiple exposures. This person-occurrences measure estimates the number
of times per season that individuals are exposed to the exposure indicator of interest and then
accumulates these estimates for the entire population residing in an area.

In this exposure assessment, APEX tabulates and displays the two measures for
exposures above levels ranging from 0 to 800 ppb by 50 ppb increments for all exposures. These
results are tabulated for the total population and subpopulations (i.e., asthmatics, asthmatic

children) of interest.

8.8.2 Estimation of Target Ventilation Rates
Human activities are variable over time, a wide range of activities are possible even

within a single hour of the day. The type of activity an individual performs, such as sleeping or
jogging, will influence their breathing rate. As discussed above in section 8.5.5, APEX estimates
minute-by-minute ventilation rates that account for the expected variability in the activities
performed by simulated individuals. The ISA indicates that the adverse lung function responses
associated with short-term peak exposures at levels below 1,000 ppb coincide with moderate to
heavy exertion levels. Therefore, staff needed to identify a target ventilation rate in the
simulated individuals to further characterize the estimated exposures of interest.

The target ventilation for adults (both a mix of males and females) experiencing effects
from 5-10 minute SO, exposures in many of the controlled human exposure studies was
approximately between 40-50 L/min (Table 3-1, ISA).”" Since there were limited controlled
human exposure study data available for asthmatic children, the ventilation targets needed to be
normalized. Normalized ventilation rates allow for extrapolation of the adult target ventilation
rate and, hence the health effect response associated with that ventilation rate to asthmatic

children. One method used to normalize ventilation rate is to generate an equivalent ventilation

rate (EVR) based on normalizing the simulated individuals activity-specific ventilation rate (VE )

to their body surface area (BSA). Staff has used EVR in previous O3 NAAQS reviews to also

"I Note that study subjects were free-breathing; thus it is expected that there was a mixture of nasal, oral, and
oronasal breathing that occurred across the study subjects. Without information regarding the breathing method
used by any subject and their corresponding health response, staff assumed that the mixture in breathing method is
representative for the simulated population.
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identify comparable activity-specific ventilation rates for children and adults (EPA, 2007d;
Whitfield et al., 1996). In these reviews, an EVR ranging from 16-30 L/min-m* was associated
with moderate exertion over a 1-hour exposure event, while an EVR ranging from 13-27 L/min-
m’ was associated with moderate exertion over an 8-hour exposure event.

As was done in the O3 NAAQS reviews, target ventilation rates were identified in this
exposure assessment by normalizing ventilation rates reported in the clinical studies on adults
(i.e., 40-50 L/min, also see Table 9-3) to body surface area (BSA) to allow for such an
extrapolation from adults to children. Body surface area was not measured in the controlled
human exposure studies and the relevant ventilation data were not separated by gender. Staff
obtained median estimates of BSA for males (1.94 m?) and females (1.69 m?) (EPA, 1997) and
calculated a mean value of 1.81 m®. Based on this data, an EVR =40/1.81 =22 L/min-m’ was
used to characterize the minimum target ventilation rate of interest. Individuals at or above an
EVR of 22 L/min-m? (children or adult) for a 5-minute exposure event were characterized as

performing activities at or above a moderate ventilation rate.

8.8.3 Adjustment for Just Meeting the Current and Alternative Standards
We used a different approach to simulate just meeting the current and alternative

standards than was used in the Air Quality Characterization (see section 7.2.4). In this case,
instead of proportionally adjusting the ambient concentrations, we proportionally adjusted the
health effect benchmark levels used in each exposure modeling domain. The benchmark levels
were adjusted rather than the air quality to reduce the processing time associated with the
modeling of several thousands of receptors in each of the large exposure modeling domains. A
proportional adjustment of the selected benchmark level (i.e., division by the adjustment factor)
is mathematically equivalent to a proportional adjustment of the air quality concentrations (i.e.,
multiplication by the adjustment factor).”? Therefore, the end effect of adjusting exposure model
input concentrations upward versus adjusting exposure model benchmark levels downward is
identical.

For example, an adjustment factor of 5.10 was determined for year 2002 in Cuyahoga

County to simulate ambient concentrations just meeting the current standard. This value was

2 To evaluate the current and most of the proposed alternative standards, 1-hour ambient concentrations were
typically adjusted upwards to just meet the standards. This would correspond to downward adjustments to the
benchmark levels.
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based on an annual average SO, concentration of 5.96 ppb observed at an ambient monitor (ID
390350060) for that year (see Appendix A, section A.3). Therefore in the exposure analysis, the
S-minute potential health effect benchmark levels of 100, 200, 300, and 400 ppb were
proportionally adjusted downward to 19.6, 39.2, 58.8, and 78.4 ppb, respectively for year 2002.
APEX reported the number of days an individual was exposed above each of the adjusted
benchmark levels using the as is air quality as the ambient concentration input. To illustrate the
relationship between the two procedures (air quality adjustment versus benchmark adjustment), a
comparison of the distributions and benchmark exceedances is presented in Figure 8-13. This
example used the distribution of hourly SO, concentrations measured at one ambient monitor (ID
390350045) within the Cuyahoga County modeling domain for year 2002. Staff used the
statistical model (section 7.2.3) to estimate S-minute maximum SO, concentrations from both the
adjusted and unadjusted 1-hour SO, concentrations. If one were interested in the number of days
per year with 5-minute SO, benchmark exceedances of 400 ppb under the current standard
scenario for example, this would be equivalent to counting the number of days with 5-minute
maximum SO, concentrations above 78.4 ppb using the as is air quality.

For additional clarity, the same ambient air quality data are presented in Figure 8-14, only
with expansion of the highest percentiles on the graph to allow for improved visualization of the
number of exceedances. When using the air quality adjusted to just meet the current standard,
there were 14 days where the maximum 5-minute concentration was greater than 400 ppb.”
When considering the as is air quality without adjustment but with a downward adjustment of
the benchmark by the same factor of 5.10, there are the same number of days with exceedances
(i.e., 14 exceedances). Due to the relationship between the two procedures, the estimated
number of exceedances at each of the other benchmark levels is identical (Table 8-13).

The values for each adjusted benchmark level considering each of the air quality standard
scenarios are given in Table 8-14. Staff applied the benchmark adjustment in each of the
exposure modeling domains to simulate exposures associated with just meeting the current and

alternative standards.

3 Only 12 points are observed in Figure 8-13 however, three peak concentrations were identical within each of the
simulations.
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Figure 8-13. Comparison of adjusted ambient monitoring concentrations or adjusted benchmark
level (dashed line) to simulate just meeting the current annual average standard at one
ambient monitor in Cuyahoga County for year 2002.
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Figure 8-14. Comparison of the upper percentile modeled daily 5-minute maximum SO,
concentrations using either adjusted 1-hour ambient SO, concentrations or an adjusted
benchmark level (with as /s air quality) to simulate just meeting the current annual
standard at monitor 390350045 in Cuyahoga County for year 2002. Complete
distributions are provided in Figure 8-13.
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Table 8-13. Comparison of benchmark levels, adjusted benchmark levels to just meet the current
standard, the benchmark level distribution percentiles, and the number of 5-minute SO,
benchmark exceedances at monitor 390350045 in Cuyahoga County for year 2002.

Benchmark Adjusted Concentration Number of Days
Level Benchmark Level' Distribution with a Benchmark
(ppb) (ppb) Percentile’ Exceedance®

100 19.6 37.3 230

200 39.2 76.7 86

300 58.8 92.0 30

400 78.4 97.0 14
Notes:

' The adjustment factor to simulate just meeting the current standard was 5.10.

% The percentile of the distribution for each benchmark and adjusted benchmark
level was the same.

® The number of days with a benchmark exceedance when using either air quality
adjusted to just meet the current standard or applying adjusted benchmarks to as
is air quality was the same.
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Table 8-14. Exposure concentrations and adjusted potential health effect benchmark levels used by APEX to simulate just meeting the
current and potential alternative standards in the Greene County and St Louis modeling domains.

Modeling Exposure Concentrations and Adjusted Potential Health Effect Benchmark Levels (ppb)3
Domain |Form' |Level?| 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800
98 200 | 20.3 | 40.5 | 60.8 81 101.3 [ 1215 | 141.8 | 162 | 182.3 | 202.5 | 222.8 | 243 | 263.3 | 283.5 | 303.8 | 324
99 50 94.3 | 188.7 | 283 | 377.3 |471.7 | 566 | 660.3 | 754.7 | 849 |943.3 |1037.7| 1132 |1226.3]1320.7| 1415 |1509.3
99 100 | 47.2 | 943 | 1415 | 188.7 | 235.8 | 283 | 330.2 | 377.3 | 4245 | 471.7 | 518.8 | 566 | 613.2 | 660.3 | 707.5 | 754.7
Greene 99 150 | 314 | 629 | 94.3 | 125.8 | 157.2 | 188.7 | 220.1 | 251.6 | 283 | 314.4 | 345.9 | 377.3 | 408.8 | 440.2 | 471.7 | 503.1
County 99 200 | 23.6 | 472 | 70.8 | 943 | 117.9 | 141.5| 165.1 | 188.7 | 212.3 | 235.8 | 259.4 | 283 | 306.6 | 330.2 | 353.8 | 377.3
99 250 | 189 | 37.7 | 56.6 | 755 | 94.3 | 113.2 | 132.1 | 150.9 | 169.8 | 188.7 | 207.5 | 226.4 | 245.3 | 264.1 | 283 | 301.9
CS 144 | 28.8 | 43.2 | 576 72 86.4 | 100.8 | 115.2 | 129.6 | 144 | 158.3 | 172.7 | 187.1 | 201.5 | 215.9 | 230.3
asis 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800
98 200 | 13.3 | 26.5 | 39.8 53 66.3 | 795 | 92.8 | 106 | 119.3 | 1325 |145.8 | 159 | 172.3 | 185.5|198.8 | 212
99 50 63.3 | 126.7 | 190 | 253.3 | 316.7 | 380 | 443.3 | 506.7 | 570 | 633.3 | 696.7 | 760 | 823.3 | 886.7 | 950 |1013.3
99 100 | 31.7 | 63.3 95 |[126.7 | 158.3 | 190 | 221.7 | 253.3 | 285 | 316.7 | 348.3 | 380 | 411.7 | 443.3 | 475 | 506.7
St Louis 99 150 | 211 | 422 | 63.3 | 844 | 105.6 | 126.7 | 147.8 | 168.9 | 190 | 211.1 | 232.2 | 253.3 | 274.4 | 295.6 | 316.7 | 337.8
99 200 | 158 | 31.7 | 475 | 63.3 | 79.2 95 |110.8 | 126.7 | 142.5 | 158.3 | 174.2 | 190 | 205.8 | 221.7 | 237.5 | 253.3
99 250 | 12.7 | 253 38 50.7 | 63.3 76 88.7 | 101.3 | 114 |126.7 | 139.3 | 152 | 164.7 | 177.3 | 190 | 202.7
CS 8 16 24 32 40 48 56 64 72 80 88 96 104 112 120 128
asis 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800
Notes:

! The form of the standard used to adjust the air quality. 98 is the 98" percentile 1-hour daily maximum alternative standard, 99 is the 99" percentile 1-hour
daily maximum alternative standard, CS is either the current annual average or 24-hour SO, NAAQS (whichever had the lowest factor), as is is unadjusted

air quality.

®> The level of the potential alternative standards, i.e., the 1-hour daily maximum at the noted percentile of the distribution.
3 Exposure levels were defined in 50 ppb increments from 0 through 800 ppb even though the selected potential health effect benchmark levels were 100

to 400 ppb in 100 ppb increments.
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8.9 EXPOSURE MODELING AND HEALTH RISK CHARACTERIZATION
RESULTS

Exposure results are presented for simulated asthmatic populations residing in the two
modeling domains in Missouri. For each individual, APEX estimates the number of days with a
S5-minute SO, exposure above the potential health effect benchmark levels year 2002. These
short-term exposures were evaluated for all asthmatics and asthmatic children when the exposure
corresponded with moderate or greater activity levels (i.e., the simulated individuals EVR during
a 5-minute exposure event was >22 L/minute-m?). The number of persons and days with at least
one 5-minute SO, exposure at or above any level from 0 through 800 ppb in 50 ppb increments
was reported by APEX. Therefore, for each concentration level, an individual at a moderate (or
higher) exertion level while exposed would have at most one exceedance of a particular level per
day, or 365 per year.

Multiple air quality scenarios were evaluated, including unadjusted air quality (termed as
is), air quality adjusted to just meet the current NAAQS, and air quality adjusted to just meet
several potential alternative 1-hr daily maximum standards. Exposure results are presented in a
series of figures that allow for simultaneous comparison of exposures associated with each air
quality scenario. Four types of results are provided for each exposure modeling domain: (1) the
number of persons in the simulated subpopulation exposed at or above selected levels 1 or more
times in a year, (2) the percent of the simulated subpopulation exposed at or above selected
levels 1 or more times in a year, (3) the total number of days in a year the simulated
subpopulation is exposed (or person days) at or above selected levels, and (4) the percent of time
associated with the exposures at or above the selected levels. Tables summarizing all of the
exposure results for each modeling domain, air quality scenario, exposure level, and

subpopulation are provided in Appendix B.4.

8.9.1 Asthmatic Exposures to S-minute SO, Concentrations in Greene County
When considering the lowest 5-minute benchmark level of 100 ppb, approximately one

thousand asthmatics are estimated to be exposed at least once in the year 2002 while at moderate
or greater exertion and when considering the current standard air quality scenario (top of Figure
8-15). Each of the potential alternative 1-hr standard air quality scenarios as well as the as is air
quality scenario result in fewer asthmatics exposed when compared with the current standard

scenario, and progressively fewer persons were exposed with decreases in the 1-hour daily
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maximum concentration levels of the potential alternative standards. The 99" percentile 1-hour
daily maximum standard levels of 50 and 100 ppb produced the same number of persons with at
least one 5-minute exposure at or above 100 ppb as the as is air quality (i.e., 13). With
progressive increases in benchmark level, there were corresponding decreases in the number of
individuals exposed. None of the asthmatics had a day where 5-minute exposures were above
100 ppb when considering the as is air quality scenario. Asthmatic children exhibited similar
patterns in the estimated number of exposures at each of the exposure levels, thus comprising a
large proportion of the total asthmatics exposed (bottom of Figure 8-15).

The difference between all asthmatics and asthmatic children is best demonstrated by
comparing the percent of the subpopulation exposed. Asthmatic children have nearly double the
percentage of the subpopulation exposed at any of the benchmark levels considered when
compared with that of all asthmatics (Figure 8-16). For example, approximately 1% of asthmatic
children experience at least one day with a 5-minute SO, exposure at or above 200 ppb in a year
in considering the current standard scenario, while approximately 0.6% of all asthmatics
experienced a similar exposure. As observed with the numbers of persons exposed, a lower
estimated percent of persons was exposed at the higher benchmark levels, though again, the
current standard scenario contains the greatest percent of asthmatics exposed when compared
with all of the other 1-hour air quality standard scenarios analyzed.

The number of person days or occurrences of exposures is greater than the number of
persons exposed, indicating that some of the simulated asthmatics had more than one day with 5-
minute exposures above selected benchmark levels (Figure 8-17). For example, when
considering all asthmatics and the current standard scenario, there were approximately 22 person
days with exposures at or above 300 ppb. This corresponds with the 18 asthmatics estimated to
experience at least one day with a 5-minute SO, concentration above this level, indicating that a
number of persons may have experienced at least 2 benchmark exceedances in the year. For
both subpopulations considered, there were no estimated exposures above 300 ppb when
considering the 99™ percentile 1-hour daily maximum alternative standard level of 200 ppb.

Staff evaluated the microenvironments where the peak exposures frequently occurred.
There were very few persons exposed to benchmark levels of 100 ppb or higher considering the
as is air quality, though 99% or greater experienced their 5-minute maximum SO, exposure in an

outdoor microenvironment (i.e., outdoors or outdoors near-roads) when considering any of the
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benchmark levels. For the current standard air quality scenario, approximately 7% of persons
were exposed to the 100 ppb benchmark level indoors (i.e., primarily in the persons residence),
though with increasing benchmark level (e.g., 300 ppb) the percent of persons with any
benchmark exceedances indoors approached zero (i.e., > 99% occurred outdoors). The inside
vehicle microenvironment also comprised a small percent of the cases where the exposures
above selected levels occurred; at most 2% of benchmark exceedances occurred inside vehicles
when considering the lowest benchmark levels.

Two forms of the potential alternative standard were evaluated in Greene County, i.e., the
99" and 98" forms of a 1-hour daily maximum level of 200 ppb. The difference in the exposure
results generated for each of these air quality scenarios is provided in Table 8-15. The 99"
percentile form of the potential alternative standard results in fewer persons, person-days, and
percent of asthmatic persons exposed when compared with estimated exposures using air quality
adjusted to just meet a 200 ppb 1-hour daily maximum 98" form. The values listed in the table
are small, but from a relative perspective, the percent difference can be large. For example, there
is approximately a 40% reduction in the percent of persons exposed when considering the 99"
percentile form and the 100 ppb benchmark level. Where there were other higher benchmark
levels that were exceeded, the reduction was greater (66% to 100%). For additional relative
comparisons for these two standard forms, see the corresponding Figures 8-15 to 8-17.

Table 8-15. Absolute difference in APEX exposure estimates for Greene County using either a 98"
or 99" percentile form potential alternative standard at a 1-hour daily maximum level of 200 ppb.

Absolute Difference in Estimated Exposures
using 98" and 99" form'
Benchmark Number of Number of Percentage
Population Level (ppb) Person-days Persons Points®
100 274 157 0.7
All Asthmatics 200 27 27 0.1
(21,948) 300 13 13 0.1
400 0 0 0
Asthmatic 100 161 81 0.4
Children 200 18 18 0
(7,285) 300 4 4 0
400 0 0 0
Notes:
' Both the 98™ and 99" 1-hour daily maximum air quality scenarios were simulated by
APEX, using a level of 200 ppb. The value reported is the difference between the og™
and the 99"
2 Difference between the percent of persons exposed (98“”-200 minus the 99”‘-200) at
each benchmark level.
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Figure 8-15. Number of all asthmatics (top) and asthmatic children (bottom) experiencing at least

one day with a 5-minute SO, exposure above selected benchmark levels in Greene
County, year 2002 air quality as /s and adjusted to just meeting the current and

potential alternative standards.
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Figure 8-16. Percent of all asthmatics (top) and asthmatic children (bottom) experiencing at least

one day with a 5-minute SO, exposure above selected benchmark levels in Greene
County, year 2002 air quality as /s and adjusted to just meeting the current and

potential alternative standards.
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Figure 8-17. Number person days all asthmatics (top) and asthmatic children (bottom) experience

a 5-minute SO, exposure above selected benchmark levels in Greene County, year 2002

air quality as /s and adjusted to just meeting the current and potential alternative

standards.
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8.9.2 Asthmatic Exposures to 5-minute SO, in St. Louis
The patterns in the number of persons (either asthmatics or asthmatic children) exposed

in St. Louis were different from those observed in Greene County; a greater number of persons
were estimated to be exposed in St. Louis at each of the corresponding benchmark levels and air
quality scenarios (Figure 8-18). For example, nearly 80,000 asthmatics were estimated to
experience at least one day with a 5-minute SO, exposure at or above 100 ppb when considering
the current standard scenario compared to the one thousand asthmatics estimated in Greene
County (section 8.9.1). In addition, there were more persons exposed to the higher benchmark
levels in St. Louis compared with Greene County. For example, none of the asthmatics
experienced a 5-minute SO, concentration exposure above 450 ppb in Greene County
considering any of the air quality scenarios. In St. Louis many of the air quality scenarios had
persons with exceedances of 450 ppb; the estimated number of persons experiencing at least one
day with a 5-minute SO, exposure above 450 ppb ranged from a low of 16 (the 99" percentile 1-
hour daily maximum standard level of 100 ppb) to over 10,000 (the current standard air quality
scenario). We note though, in considering the as is air quality scenario, none of the asthmatics in
St. Louis had 5-minute SO, exposures above a 450 ppb exposure level.

There were also differences in the estimated percent of asthmatics and asthmatic children
exposed to concentrations above the benchmark levels in St. Louis when compared with Greene
County. For example, over 40% of asthmatic children were estimated to experience at least one
day with a 5-minute exposure above 300 ppb in St. Louis considering the current standard air
quality scenario, while less than 1% of asthmatic children in Greene County experienced a
similar exposure (Figure 8-19). Just as observed with the Greene County estimates though, there
were decreases in the percent of persons exposed with decreases in the 1-hour daily maximum
level of the potential alternative standards. For example, less than 3% of asthmatic children
were estimated to have at least one day with a 5-minute SO, exposure above 300 ppb when
considering a 99" percentile 1-hour daily maximum standard level of 150 ppb.

The discussion regarding the patterns observed in the number of persons exposed in St.
Louis can be extended to the number of person days (i.e., both a greater number and at higher
benchmark levels when compared with Greene County). In addition, St. Louis had a greater
number of persons with multiple exceedances when compared with Greene County (Figure 8-

20). For example, given the 22 person days at or above 300 ppb in Greene County experienced
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by the 18 asthmatics considering air quality just meeting the current standard, on average this
amounts to approximately 1.2 exposures per person per year. In contrast, approximately 26,000
asthmatics had nearly 50,000 person days at the same benchmark level and air quality scenario in
St. Louis; on average each person is estimated to experience 1.9 exposures exceeding this
benchmark level in a year.

Staff also evaluated the microenvironments where the peak exposures occurred in St.
Louis, and again, there were differences when compared with the exposures in Greene County.
In St. Louis, there were a greater percentage of benchmark exceedances within indoor and inside
vehicle microenvironments, although overall still comprising a small percentage of where the
exceedances were occurring. At the 100 ppb benchmark level, approximately 10% of the
exposures occur within indoor microenvironments (i.e., principally inside residences) and about
5% occur inside vehicles considering as is air quality (Figure 8-21). The percentage increases
when considering air quality adjusted to just meeting the current standard, with approximately
30% of benchmark exceedances of 100 ppb occurring indoors and 20% occurring inside
vehicles. Just beyond the benchmark level of 400 ppb, nearly all of the exceedances occur
outdoors when considering the as is air quality, while indoor microenvironments still contribute
to around 10% of exceedances, up to a S-minute exposure level of 800 ppb. For comparison, air
quality adjusted to just meet a 99™ percentile 1-hour daily maximum standard level of 150 ppb is
also shown, and falls within the range of values provided by the as is and current standard
scenarios.

Two forms of potential alternative standards were also evaluated in St. Louis, using the
99™ and 98" percentile forms of a 1-hour daily maximum level of 200 ppb. The difference in the
exposure results generated for each of these air quality scenarios is provided in Table 8-16. The
99™ percentile form of the potential alternative standard results in fewer persons, person-days,
and percent of asthmatic persons exposed when compared with estimated exposures using air
quality adjusted to just meet a 200 ppb 1-hour daily maximum 98" percentile form. The impact
of the different scenario is greater than that observed in Greene County from a pure numbers
perspective given so few persons exposed to concentrations above the benchmark levels in
Greene County. From a relative perspective, the percent difference between the two scenarios

can also be large. The reduction in the percent of persons exposed when considering the 99™
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percentile form ranges from approximately 10% to 50%. For additional relative comparisons

between these two standard forms, see the corresponding Figures 8-18 to 8-20.
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Figure 8-18. Number of all asthmatics (top) and asthmatic children (bottom) experiencing at least
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Figure 8-19. Percent of all asthmatics (top) and asthmatic children (bottom) experiencing at least
one day with a 5-minute SO, exposure above selected benchmark levels in St. Louis,
year 2002 air quality as /s and adjusted to just meeting the current and potential
alternative standards.
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5- Minute Daily Maximum SO, Exposure Level (ppb)
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a 5-minute SO, exposure above selected benchmark levels in St. Louis, year 2002 air

quality as is and adjusted to just meeting the current and potential alternative

Figure 8-20. Number person days all asthmatics (top) and asthmatic children (bottom) experience
standards.
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Figure 8-21. The frequency of estimated exposure level exceedances in indoor, outdoor, and
vehicle microenvironments given as /s air quality (top), air quality adjusted to just
meeting the current standard (middle) and that adjusted to just meeting a 99"
percentile 1-hour daily maximum standard level of 150 ppb (bottom) in St. Louis.
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Table 8-16. Absolute difference in APEX exposure estimates for St. Louis using either a 98" or
99 percentile form potential alternative standard at a 1-hour daily maximum level of 200 ppb.

Absolute Difference in Estimated
Exposures using 98" and 99" form’
Number of | Number
Benchmark | Person- of Percentage
Population | Level (ppb) | days Persons Points®
100 91490 9142 8.7
All Asthmatics 200 64531 22194 6.7
(105,456) 300 31441 16922 3.2
400 16705 11330 1.5
. 100 69420 3826 9.2
fothmatie 200 11682 | 4856 116
(41,714) 300 3496 2425 5.8
400 1449 1150 2.8
Notes:

' Both the 98" and 99" 1-hour daily maximum air quality scenarios were
simulated by APEX, using a level of 200 ppb. The value reported is the
difference between the 98" and the 99".

2 Difference between the percent of persons exposed (98“‘-200 minus the
99"-200) at each benchmark level.

8.10 REPRESENTATIVENESS OF EXPOSURE RESULTS

8.10.1 Introduction
Due to time and resource constraints the exposure assessment evaluating the current and

alternative standards was only applied to the two locations in Missouri. A natural question is
how might the estimates from this assessment of exposures in Greene County and St. Louis
compare with other areas in the United States that may have elevated short-term SO,
concentrations. To address this question, additional data were compiled and analyzed to provide
context to the exposure modeling results. Because most estimated exceedances were associated
with the outdoor microenvironments, this analysis and discussion is centered on time spent
outdoors to allow for comparison of the two modeling domains with several other broad regions.
In addition, further context is given regarding the SO, emissions and air quality in these locations
with respect the 39 other counties evaluated in the air quality characterization. The distribution
of air conditioning and asthma prevalence rates in the U.S. U.S. and how that distribution

compares with those estimated for the two modeling domains is also discussed.
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8.10.2 Time spent outdoors

The time spent outdoors by children age 5-17 was calculated from CHAD-Master’* for

five regions of the country. The U.S. states used in the air quality characterization (Chapter 7)

were of interest, which already includes Missouri (representing the two exposure modeling

domains). Staff analyzed the outdoor time by broad geographic regions because it was thought

that the regional climate would have influence on each population. In addition, most of the

location descriptors are already broadly defined to protect the identity of persons in CHAD; finer

spatial scale such as at a city-level is uncommon. Table 8-17 has the States used to identify

CHAD diaries available to populate a data set for each of the five regions. Staff further

separated the diaries by time-of-year (school year versus summer)”” and the day-of-week

(weekdays versus weekends), both important factors influen