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Foreword

This report is part of a series of Federal Highway Administration (FHWA) products that
examines the use of Intelligent Transportation Systems (ITS) in work zones. This
document provides a summary of the findings of a national FHWA study to quantify the
benefits of ITS applications for work zone traffic management. A summary report of this
study was published in April 2008 (Report No. FHWA-HOP-08-021). Also, a cross-
cutting study (Report No. FHWA-OP-02-025) and four case studies on the use of ITS in
work zones were published earlier.

All of these documents are available at http://www.ops.fhwa.dot.gov/wz/its/index.htm.
The summary report of this study and the earlier reports were also published in hardcopy.
To request a hardcopy of the summary report or the earlier reports, please send an email
with the name of the publication you are requesting, number of copies needed, and
shipping directions to workzonepubs@dot.gov. More information on applications of ITS
in work zones is available in other documents, including Intelligent Transportation
Systems in Work Zones — A Cross-Cutting Study.
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Executive Summary

This report presents the results of a Federal Highway Administration study that examined
the use of Intelligent Transportation Systems (ITS) for work zone traffic management.
Congestion and safety issues often arise in and around work zones as agencies work to
implement necessary construction and maintenance projects. Degraded facilities,
narrowed lanes, and lane restrictions often result in unpredictable, unstable traffic flow.
With recent efforts that focus on improving work zone operations, including the recently
implemented Work Zone Safety and Mobility Rule, State Departments of Transportation
(DOTs) are looking to tools and applications that can help improve mobility and safety
by actively managing traffic through the work zone. ITS applications are one tool that
agencies can use to mitigate traffic impacts caused by construction.

A number of states have used ITS for work zone traffic management. These systems
often take the form of mobile, portable traffic monitoring and management to provide
information to motorists to help with route choice, provide advance warning of slowed or
stopped traffic, and ease overall frustration due to not knowing what to expect. To
promote further use of ITS technology to monitor and manage traffic through the work
zone, more information is needed on the quantified benefits of use and the lessons
learned by agencies that have tested and implemented these systems.

The purpose of this study is to highlight “before and after” or “with and without”
analyses that quantify the mobility and safety benefits of using ITS applications for work
zone traffic management. The study focused on sites that provided an opportunity for
comparison of traffic conditions both with and without ITS. The study team focused on
sites with the best potential for adequate data prior to system deployment (and with
impacts from construction) for comparison with traffic conditions during system
deployment. Five sites were assessed for this study. This study also examined findings
from other work zone ITS research as compared with the findings presented from the five
study sites.

The study team analyzed data from sites in the District of Columbia, Texas, Michigan,
Arkansas, and North Carolina. For some of the sites, it was difficult to determine
quantifiable benefits due to issues with deployment schedules and difficulties in
implementing data collection plans due to varying construction schedules. Other sites
showed clear, quantified benefits. Some key lessons learned that can help deploying
agencies are presented for all sites. Additionally, quantitative benefits information is
included for several sites, such as:

¢ Reductions in aggressive maneuvers at work zone lane drops (Michigan) — Forced
merges were seven times less frequent and dangerous merges were three times less
frequent when the ITS system was on (flashers on).

e Significant traffic diversion rates and lower observed mainline volumes (Texas,
District of Columbia) in response to appropriate messages displayed during congested
conditions, and an enhanced ability to manage traffic and incidents during



construction. In Texas, an average of 10 percent diversion (range of 1 to 28 percent)
was observed, while in the District of Columbia an average of 52 percent (range of 3
to 90 percent) lower mainline volume (combination of diversion, demand reduction,
and congestion) was observed.

Improved ability to react to stopped or slow traffic (Arkansas) — 82 percent of
surveyed drivers felt that the ITS system improved their ability to react to stopped or
slow traffic.

Driver perception of improved work zone safety (Arkansas) — 49 percent of surveyed
drivers indicated that that the ITS electronic messages made them feel safer, 17
percent were neutral, 32 percent disagreed, and 2 percent did not answer.



Introduction

Purpose

In 2003, the Federal Highway Administration (FHWA) developed plans for a study to
quantify the benefits of deploying Intelligent Transportation Systems (ITS) for mitigating
impacts caused by highway construction and maintenance. The Work Zone Mobility and
Delay Reporting Assessment began in August 2003 to document the tangible benefits of
work zone ITS in a quantitative way. This study was intended to increase the body of
knowledge regarding the effects of deploying work zone ITS so that practitioners have
additional information to draw from in designing and deploying ITS in work zones.

In the recent past, some owner-agencies across the nation have deployed portable ITS
technologies to monitor traffic and manage mobility and safety during construction.
Portable systems provide a solution for deployment, maintenance, operation, and
remobilization of monitoring systems, especially since the roadway characteristics often
change dramatically during construction. Most of these systems take the form of mobile
traffic monitoring and management through the use of portable sensors to collect traffic
data and integrated portable changeable message signs (PCMS) to display speed and/or
delay information in real-time. Agencies also often integrate a Web site into the overall
system to provide motorists with pre-trip information to allow for better trip planning. A
few agencies have also used portable ITS to help manage merging behavior approaching
work zone lane closures.

Site Selection - Process and Criteria

To supplement a list of potential sites developed by FHWA, the study team performed
research to learn about additional sites across the country. Out of over 30 initial sites, the
study team eliminated more than 20 because they were not specifically work zone
systems or because the deployments were already underway (which meant that there was
little or no chance for comparison “without” data). The study team then developed a
master site list and a technical memorandum that highlighted information on the sites that
provided the best opportunity to quantify the benefits of using technology to mitigate the
mobility, safety, and delay impacts caused by highway work zones.

The study team held conversations with deploying agency representatives to discuss the
main goals and objectives of each system deployment, the schedule for construction, the
status of system deployment, and estimated capacity reduction and construction impacts
to traffic. The study team then applied primary and secondary site assessment criteria, as
shown below, to the potential sites to determine which deployments would provide the
best opportunity to measure impacts in and around the work zone. Some of the sites on
this narrowed list of 10 potential sites did not appear to provide an opportunity for a
quantitative evaluation. Other sites/systems had a design and concept of operations that
would likely have proven very difficult to evaluate given cost constraints. The study
team applied the criteria to help narrow the list and choose five sites to study.



Primary site selection criteria included:

Availability of archived data and the infrastructure for data collection.

Anticipated availability of “before” data (before the work zone).

Anticipated availability of “without” data (work zone without ITS applications).

Deployment probability.

Status of ITS system deployment schedule.

Existing relationships with either the vendor or the deploying agency that would

facilitate a cooperative effort.

Anticipated availability of data from other evaluations at the site.

Location type (rural, urban, downtown).

Typical volume/capacity or level of congestion.

Percentage of local traffic versus through traffic, percent trucks, percent commuter

traffic.

Roadway type and number of lanes.

e Construction schedule.

e The State’s ability to articulate specific goals and objectives for what it hoped to
accomplish by using the system.

e Primary purpose or goal for using the system (safety versus mobility).

e Type of system being implemented.

e Type of traveler information to be provided by the system.

Secondary site selection criteria included:

Existence of a traffic management center for support/data.

Size of construction project.

Contractor’s ability to change schedule for increased productivity.
State’s experience with the use of ITS in work zones.

Geographic location.

System vendor.

Where appropriate, a rating of “high,” “medium,” or “low” was applied to each site for
each criterion. For classification-based criteria such as location type, each site was
classified based on its characteristics. Once this step was completed, the study team
further eliminated sites based on these primary and secondary criteria, to remove those
sites that may not be appropriate for inclusion in this project.

Based on discussions with local contacts and a preliminary assessment, the study team
selected two sites, one in Arkansas’ and one in North Carolina, early on in the process.
For the other sites, the study team continued to use the assessment criteria to develop
summary pros and cons and made recommendations based on this information. The
study team also ranked the narrowed list of sites based on which sites illustrated the
greatest opportunity to see quantified benefits.



Based on this process, the study team chose two additional sites—one in Texas and one
in Michigan. The recommended sites are those where construction showed significant
potential to have a measurable impact on traffic conditions, creating a situation where
ITS could be used to reduce this impact. The study team chose the fifth site in the
District of Columbia because the study team and local agency representatives expected
significant construction impacts, especially due to the urban setting and high demand for
the network.

Timing of the Evaluations

Planning for the evaluations often required long lead time ahead of data collection and
analysis. For each site, the study team spent several months gathering and documenting
information from stakeholders for use in developing the evaluation plans. The study
team began by contacting stakeholders to determine system status, plans, goals and
objectives, and progress on the deployment, followed by evaluation planning, data
collection and analysis, and reporting. While the time for each site evaluation varied in
length, the following bullets highlight the timeframe in which the study team performed
data collection and analysis for each site.

Arkansas — Spring/Summer 2004.
North Carolina — Summer 2004.
Michigan — Fall 2004.

Texas — Summer 2006.
Washington, DC — Summer 2007.

The original length of the overall study was less than 1 year. However, due to several
issues, the overall study spanned a period of several years. The issues that hindered the
evaluation included the initial difficulty in finding sites that met the selection criteria
(e.g., there was an absence of clear goals and objectives for some systems from which
measures could be developed), construction delays, and ITS deployment delays.
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Common Measures and Metrics for Work Zone ITS
Evaluations

The initial project plan for this study included a long list of potential measures and
metrics for use at each site. Early evaluations included several metrics, but some proved
difficult to quantify due to issues such as limited or incomplete data and difficulties
determining whether the metric was positively influenced by the ITS deployment. Latter
site evaluations included a smaller set of the most promising metrics. For example, rate
of diversion was the primary metric for the Texas site, where the main objective of using
the system was to divert traffic around the work zone during congested periods.

The study team sought to quantify benefits at a number of sites for comparative results.
The study team designed this approach to avoid drawing conclusions from one site or one
system. This approach limited the resources that went toward any one site but allowed
the study team to focus on the most logical metrics that directly related to the goals and
objectives for the deployment. The study team focused most resources per site on the
primary goals and objectives.

The following paragraphs outline common measures and metrics and their application
across some of the sites.

Mobility

Deploying agencies cited improved mobility as a main goal for the ITS deployment at
each site. Within mobility, more specific measures included delay, travel time, and
reduced demand. However, many of the systems had limited detector coverage and none
of the deployments had enhanced travel time data such as through license plate
recognition technology. While improved mobility was a key goal cited at all of the sites,
system design and layout often made it difficult to specifically measure.

For the Arkansas site, the study team measured mobility impacts through user surveys.
For the Texas and DC sites, the study team measured improvements in mobility by
collecting data on diversion rates that would reduce demand on the mainline and thereby
improve mainline mobility. One limitation of this approach involved data collection on
the alternate routes, in that it was too costly to collect alternate route data and difficult to
design data collection plans since it was impossible to know in advance when the traffic
conditions would trigger the systems to recommend alternate routes.

Safety

Agencies also cited safety benefits as a main goal for several of the deployments,
although agencies were reluctant to cite specific safety measures such as reduced crash
rates when referring to goals and objectives for the system. Additionally, it is very
difficult to draw conclusive findings from safety performance measures such as number
of crashes and crash rates since data quality and quantity are often limited, and
researchers face a significant challenge in determining whether a crash was specifically

12



caused by the work zone (i.e., whether or not it would have still happened had the work
zone not been in place).

For the Michigan site, the main objective was to reduce aggressive maneuvers at the lane
drop. Therefore, safety was a primary metric, and the study team quantified the reduction
in observed aggressive maneuvers and forced merges as a surrogate measure for safety
performance. At the early sites, the study team investigated crash analysis but it was
difficult to draw a meaningful conclusion due to the limited timeframe for collecting data
and the several month long lags in reporting crash data. Crash and crash rate analyses did
not produce significant findings at the sites due to common reporting issues and the need
for long periods of time during which to collect data.

Effectiveness of Work Zone Information Dissemination

The objective of ITS can often be to provide real-time information on work zone
conditions in the field. Deploying agencies often take this idea one step further and
develop a plan for ensuring the information was not only real-time but was also useful to
motorists in helping them plan their trip. For example, posting “work zone ahead expect
delays” is not as specific as “30 minute delays ahead.” The more specific the message,
the better motorists can make information decisions about which route to take.

At the Arkansas site, the study team used two metrics to determine the effectiveness of
the system. These metrics included “Travelers will use the work zone ITS” and “The use
of ITS in the work zone will improve trip planning.” While the main focus of this study
was to quantify the benefits of each system, the study team analyzed the effectiveness of
the information where practical. For the DC and Texas sites, travelers avoided mainline
congestion but may have experienced some congestion in some cases on the alternate
routes.

System Performance

This metric is less about quantifying the benefits of a system, and more about evaluating
how well a system performed in the field. Data analysis at each site proved useful in
helping the study team determine how well the system performed. Additionally, error
logs and missing data often gave indications of the overall performance. System
algorithms are often proprietary, making it challenging to determine with confidence how
well the system performed based on its design.

Other metrics such as productivity, worker exposure to hazards, and construction
efficiency proved more difficult to measure and were not analyzed at most sites (except
Arkansas) due to burdensome data collection needs and challenges with determining the
specific cause of a benefit. Additionally, the systems may have indirectly affected
measures such as productivity because measuring the direct, quantified impact proved
difficult. The other work zone ITS studies analyzed as part of this project focused mainly
on direct traffic impacts. For the Arkansas site, the study team evaluated user
perspectives on system performance, functionality, and benefits to motorists.

13



The following sections highlight in detail the measures and metrics analyzed at each site,
along with the results of each site evaluation. The sites are presented in reverse
chronological order with the most recent site first.
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DC-295 Washington, DC

In 2006, the District of Columbia Department of Transportation (DDOT) deployed an
ITS system on Highway 295 in Washington, DC. The system covers an approximately 7
mile stretch of DC-295, with some components on adjacent routes. DDOT designed and
procured the system to help alleviate congestion and provide real-time information to
motorists in the field and via a Web site. DDOT’s main goals for the ITS system were to
monitor conditions and improve mobility and safety through the work zone. The location
and system layout are shown in Figure 1.
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Based on predetermined delay and speed thresholds, the system provided real-time delay
and speed information and, as needed, recommended alternate routes via dynamic
message signs (DMS) for high congestion periods. The main goal of the system was to
monitor conditions and manage traffic during lane closures due to their potential to
produce abnormally large traffic backups and create potential for crashes outside the
work zone.

The main objectives of the system were to:

= Reduce work zone-related congestion through a heavily traveled urban corridor.
= Provide delay and speed information to warn motorists of slowed traffic ahead.
= Provide information to commuters and DOT personnel via a Web site.

= Build public confidence in real-time traveler information.

The main objective of this evaluation was to determine the effect of the system on traffic
conditions and quantify the benefits of the system.

Study Site Work Zone

DDOT incorporated a special provision for the Real-Time Work Zone System (RTWS)
for both the northbound and southbound directions of Kenilworth Avenue (DC-295) from
Foote Street to Lane Place Bridge over Nannie Helen Burroughs Avenue, in Northeast
Washington DC.

Kenilworth Avenue is a barrier separated, six-lane freeway and serves as a major
highway link between other major routes within the District, including 1-395, and the
Baltimore-Washington Parkway. DC-295 is a heavily traveled commuter route, carrying
over 100,000 vehicles daily between Maryland and Washington, DC.

DDOT issued the Notice to Proceed for construction on April 2, 2007. The project
consisted of the widening of Kenilworth Avenue to include improved shoulders and the
realignment of the Nannie Helen Burroughs Avenue intersection with Kenilworth Terrace
and Kenilworth Avenue on and off ramps. Improvements were also made to the
intersections of Lane Place, 42nd Street, Jay Street, and Hayes Street with the collector-
distributor road of Southbound Kenilworth Avenue. The Kenilworth Avenue bridge
section over Nannie Helen Burroughs Avenue was replaced by a new two-span steel
multi-girder superstructure. Several other bridges were reconstructed utilizing steel
multi-beam superstructures and widened to provide semi-integral abutments. Other work
included installation of traffic signals, lighting, and signing.

ITS Description

DDOT designed the ITS system to monitor traffic conditions within and in advance of the
work area from each direction. The system components included:

e A central base station equipped with processing software and wireless
communications to link the system components.
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13 portable DMS remotely controlled via the field station.

8 portable speed sensors.

2 portable Remote Traffic Microwave Sensors (RTMS).

3 pages to provide notification to designated personnel when congested
conditions occur or when devices malfunction.

e 2 video cameras to provide live video feeds of the work zone area.

DDOT moved some of the components and added several new components to allow the
system to account for an additional ongoing Maryland DOT construction project.

Measures and Metrics

The system vendor collected and archived traffic data from November 1, 2006, through
August 15, 2007, resulting in more than 1 million data records. Since the system
detectors covered a large area, the data collection plan for this site relied solely on system
detector data for analysis. The data archives allowed the study team to establish a
baseline prior to ITS implementation (without ITS) for comparison with the period when
the system was active (with ITS).

The study team developed a database tool to catalogue and display data from the nearly 1
million records provided by the system vendor. Due to its limited use in comparison of
construction-related traffic patterns, baseline data collected prior to the construction start
date of April 2, 2007, was used as back up information. The system was turned on to
traffic on April 13, 2007. Data for 11 days prior to system start were available for
comparison with data archived between April 14, 2007 and August 15, 2007 (when the
ITS was actively deployed).

The study team developed two key hypotheses based on the goals for the system. The
hypotheses and associated measures and data sources for testing each are shown in Table
1 below.

Table 1. Hypotheses and Measures for Evaluation

Hypothesis Measures of Effectiveness Data Sources
The use of ITS in work zones | Demand patterns on mainline Sensor data
will divert travelers to and alternate routes

alternate routes during times
of work zone congestion

The use of ITS in work zones | Demand patterns on mainline Direct observations,
will reduce congestion and alternate routes, queue sensor data

lengths
Findings

The archived data for this site showed some general trends, especially in the level of
recurring congestion for this area. The study team observed the distinct commute pattern
into the District in the morning (southbound) and out of the District in the afternoon
(northbound) from the data. DDOT anticipated that adding in capacity restrictions from
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the work zone would add non-recurring congestion to this daily pattern. Therefore, the
system covered the corridor along a stretch of approximately 10 miles.

The data suggests higher levels of recurring congestion for the area than non-recurring
congestion caused by the work zone. This may be in part due to the early phases of work
— construction is scheduled to continue into 2008, and additional activities in the future
may impact traffic to a greater extent than observed within the timeframe of this study.
However, several findings indicate positive benefits of the system during the 2007
construction season.

Construction Activity Information

To assess the level of impact from construction activities, the study team obtained
construction log information and capacity reduction information from the DDOT
construction management consultant. Construction inspectors and field engineers
recorded information in activity logs for each day that work occurred as shown in Tables
2 and 3. Time periods of interest included those in which lane closures were in place and
those in which incidents occurred. The recorders made notes on incidents within the
work zone and at the approaches, maximum queue lengths, and specific activities that
occurred. The study team parsed applicable notes for the days of interest during the
periods both “without ITS” and “with ITS.” While crashes likely occurred along the
corridor during construction, the DDOT construction management consultant cited no
documented work zone-related crashes during the data collection time period.

Table 2. Construction and Lane Closure Information

Maximum
Time of Observed
Time of Day Day Crashes Queue
Date (Beginning) (End) Observed Length Activity Notes
) ) Closed northbound outside lane on
4/5/2007 | 10:00AM | 3:30 PM - 1200 feet |l Avenue (dlear and grub)
4/6/2007 | 10:00AM | 2:00 PM - 200 feet | C10Sed lane on northwest service
road (clear and grub)
4/9/2007 | 10:00AM | 3:30 PM - 200 feet | C10Sed southbound lane near bridge
48 for deck demolition
4/10/2007 | 10:00AM | 3:30 PM - 200 feet | C105ed southbound lane near bridge
48 for deck demolition
4/10/2007 | 10:00 AM | 3:30 PM - 200 feet |- nase 1 -—early maintenance of
traffic plan implementation
4/11/2007 | 10:00AM | 3:30 PM - 200 feet | C105e€d southbound lane near bridge
48 for deck demolition
4/12/2007 | 10:00AM | 3:30 PM - 1200 feet | &'0s€d lane on southbound

Kenilworth Avenue (demolition)

All lane closures occurred during off-peak hours. Of the “without ITS” days where lane
closures were in place, the data for the southbound direction showed recurring congestion
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trends from approximately 7:00 a.m. until approximately 10:00 a.m. Data for one day
showed recurring congestion from approximately 3 p.m. until approximately 6 p.m.

Table 3. Construction and Lane Closure Information

Maximum
Observed
Time of Day | Time of Day | Crashes Queue
Date (Beginning) (End) Observed Length Activity Notes
4/13/2007 | 10:00AM | 3:30 PM . 1200 feet | £l0sed southbound lane for MOT
Pavement Marking
. . _ Closed southbound lane for
4/14/2007 | 10:00 AM | 3:30 PM 200feet | g Early MOT
4/16/2007 | 10:00AM | 3:00 PM - 1200 feet | C10Sed southbound lane to place
portable concrete barrier
4/17/2007 | 10:00 AM | 3:00 PM - 200 feet | Closed southbound lane to place
portable concrete barrier
Closed southbound lane for
4/18/2007 10:00 AM 3:30 PM -- 200 feet pavement marking and to place
portable concrete barrier
4/19/2007 | 10:00AM | 3:30 PM - 1200 feet | €losed northbound lane for
Phase | - MOT
4/20/2007 | 10:00AM | 3:30 PM - 1200 feet | €l0sed northbound lane for
Phase | - MOT
4/24/2007 | 10:00AM | 3:30 PM - 1200 feet | C05ed southbound lane to install
storm water catch basin
41252007 | 10:00 AM | 3:30 PM - 1200 feet | C10sed southbound lane to install
storm water catch basin
4/28/2007 | 10:00AM | 3:00 PM - 1200 feet | Closed southbound lane for MOT
pavement marking
5/14/2007 | 10:00AM | 2:00 PM - 1200 feet | Closed southbound lane for MOT
pavement marking
5/15/2007 | 10:00AM | 3:30 PM - 1200 feet | Closed southbound lane for MOT
pavement marking
5/16/2007 | 10:00AM | 3:30 PM - 1200 feet | Closed southbound lane to place
portable concrete barrier
5/17/2007 | 10:00AM | 3:00 PM - 1200 feet | £10sed southbound lane to place
portable concrete barrier
5/18/2007 | 10:00AM | 3:30 PM - 1200 feet | Closed southbound lane to place
portable concrete barrier
6/2/2007 | 4:00AM | 2:00 PM . 1200 feet | Cl0sed northbound lane for MOT
pavement marking
6/4/2007 | 10:00AM | 3:30 PM . 1200 feet | Cl0sed northbound lane for MOT
pavement marking
6/5/2007 10:00 AM 3:30 PM -- 1200 feet | Closed northbound lane to place
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Maximum
Observed
Time of Day | Time of Day | Crashes Queue
Date (Beginning) (End) Observed Length Activity Notes
portable concrete barrier
6/7/2007- Closed northbound and
10:00 AM 3:30 PM -- 1200 feet southbound lanes to demolish
6/14/2007 . .
median (daily)
Closed northbound and
6/18/2007- 10:00 AM 3:30 PM -- 1200 feet southbound lanes to demolish
6/30/2007 . .
median (daily)

Project managers documented similar information for July and August to assist with the
analysis. In some cases, the data showed queues that were longer than those documented
by project personnel (likely recurring queues not caused by the work zone directly). In
other cases, sensor data did not show any congestion on some of the days where project
managers documented some work zone related queuing. Consequently, documented
queues were relatively short and non-recurring congestion appeared to be managed to a
minimum extent as part of the maintenance of traffic plans (i.e. off-peak lane closures,
etc.).

Traffic Queue Analysis

The study team began the analysis by sorting traffic data from system detectors for
preliminary inspection to determine the potential for use in the analysis. The archived
traffic data consisted of more than 1 million records covering a time period from
November 2006 through August 2007. The data set was very complete and inspection
showed reasonable patterns of traffic volumes, speeds, and associated DMS messages.
Data were not available for a small number of days and other short time periods due to
communication interrupts and archiving issues.

The study team performed an analysis to compare queues documented by construction
managers with those observed by the system. Since the system covered a large area with
multiple detector locations (this site had a very large number of detectors compared with
most of the other sites), the potential for determining queues was high. Documented
queues extended to a maximum of approximately 1/4 of a mile, while queues from
system detector data reached nearly 2 miles in some instances. The study team calculated
queues using detector spacing for time periods where speeds dropped below 30 miles per
hour (mph). Figure 2 shows average southbound speed by time of day for April 13,
2007, the first day the DMSs were turned on to traffic. The resulting queue was
approximately 1 mile compared with the 1/4 mile estimate. The longer queue length
could be caused by recurring congestion or an incident outside of the work zone area.
Due to the large difference between estimated and observed queue lengths on nearly all
of the data collection days, the analysis of queues before and after implementation proved
inconclusive. The wide gap between observed queue and system detected queue may
have been caused by the determination of what constitutes a queue. The 30 mph
threshold is common for a rolling queue and is easier to determine from data as opposed
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to field observations, but the sensitivity to observed speed may differ due to the level of
recurring congestion normally seen in urban areas such as Washington, DC.
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Figure 2. Average Speed by Time of Day — April 13, 2007

Based on the data shown in Figure 2, the system posted messages showing 55 to 60
minute delays on DC-295 and recommended, on DMSs located on a perpendicular route,
that motorists seek an alternate to DC-295.

Traffic Volumes and Diversion Patterns

The study team also analyzed volume levels for days with and without ITS that
experienced similar impacts from construction or had similar levels of congestion. Since
most “without ITS” days showed mostly recurring congestion during peak hours and
showed no congestion during lane closure time periods, the study team compared some of
the “without ITS” days to “with ITS” days to see if the volumes changed when messages
recommended alternate routes. The study team also compared some days within the
“with ITS” period to see if volume levels showed interesting trends.

For two similar Tuesdays (April 10 and May 15), the volume levels were almost exactly
the same except from approximately 10 a.m. until 1 p.m., a time period where the system
posted delay information and recommended that motorists seek an alternate route to
southbound DC-295 (see Figure 3). During this time period, as much as a nearly 90
percent less volume was observed on May 15 compared with April 15. As shown in
Table 4, the data showed 3 to 89 percent lower observed mainline volumes, with an
average of 52 percent over these nine observations. This shows that the system likely
reduced delay substantially for motorists by providing them with information to better
enable them to choose an alternate route. It should be noted that based on the data
available, it is not possible to determine what portion of the lower mainline volume was
due to diversion versus demand reduction versus congestion.
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Figure 3. Volume Levels by Time of Day
Table 4. Percent Change in Volume by Time Period
Time Period Observed Observed Difference Percentage
Volumes for Volumes for Difference
April 10, 2007 May 15, 2007

10am — 10:30am 912 435 477 52%
10:30am — 11lam 723 151 572 79%
1lam — 11:30am 886 168 718 81%
12pm —12:30pm 890 98 792 89%
12:30pm — 1pm 831 148 683 82%
1pm —1:30pm 679 452 227 33%
1:30pm — 2pm 862 742 120 14%
2:30pm — 3pm 908 574 334 37%
3:30pm — 4pm 921 890 31 3%

During periods of congestion, volume counts are impacted because queuing and
congestion allow fewer vehicles to cross in front of the sensor due to lower speeds. An
exact measure of demand involves estimating the number of vehicles in the queue—these
vehicle estimates should be added to the volume counts to get a true demand value. Due
to the sporadic nature of speeds below the queue threshold and the absence of expected
patterns (the study team often observed queues at two sensors but free flow conditions at
a sensor in between the two), the data proved inconclusive. This limitation is inherent in
many studies, as the data collection plan would need to account for field observations and
normally is too costly and difficult to plan for. It is important to understand the effects of
congestion on throughput; however, the very large change in volume shows that, by
alerting motorists on another route to avoid DC-295, the system likely had a positive
impact on travel through the corridor.
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For the northbound direction, the study team compared one day “without ITS” to one day
“with ITS.” These two dates were April 6 and April 20, respectively. No clear trend was
apparent from the data, although the study team observed similar large percentage
differences in volumes for some time periods. On April 20, the system recommended
that motorists seek an alternate route from 2:22 p.m. until 4:10 p.m.—a timeframe that
showed lower volumes during the “without ITS” period, as seen in Figure 4. The posted
messages showed the delay and recommended that motorists seek an alternate. The
difference was that the delay was lower in this case than the previous case—posted
delays did not exceed 15 minutes on April 20.
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Figure 4. Volume Levels by Time of Day

The data displayed above shows the best examples, from all the data, of how motorists
were impacted. While the system alleviated congestion on the mainline, alternate routes
should also be monitored to the extent feasible to avoid shifting congestion to another
route or corridor. For this study, the study team was unable to observe the alternate
routes due to cost.

DMS Messages

Throughout the deployment, the system posted 85 different types of messages at different
times. The system often posted delay, speed ahead, and other caution messages warning
motorists of the construction activities ahead.
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The system used several preprogrammed messages, and operators had the ability to
override the system and post messages manually as needed. Examples of the types of
messages and variations are shown below.

Messages Showing Delay
e X MINUTE DELAY AHEAD PLEASE USE CAUTION.

Messages Showing Speed Ahead
= X MPH SPEED AHEAD SLOW DOWN.
= X MPH SPEED AHEAD PREPARE TO STOP.
= X MPH SPEED DC-295 SLOW DOWN.
= X MPH SPEED DC-295 PREPARE TO STOP.

Example Test Message
= MESSAGE MESSAGE MESSAGE TEST TEST TEST.

Messages Encouraging or Requiring Diversion
= X MIN DELAY AHEAD SEED ALT. ROUTE.
X MIN DELAY ON 295-S SEEK ALT. ROUTE.
X MIN DELAY DC-295N SEEK ALT. ROUTE.
X MIN DELAY ON DC-295S SEEK ALT. ROUTE.
X MIN DELAY ON DC-295 SEEK ALT. ROUTE.
S CAP ST BRIDGE CLOSED TRUCK & VEHICLE TRAFFIC.
S CAP ST BRIDGE CLOSED VIRGINIA TRAFFIC USE 295S.
S CAP ST BRIDGE CLOSED USE NEW YORK AVENUE.

Messages Showing General Traffic Conditions
= BRIDGES FREEZE BEFORE ROADWAY DRIVE W/CAUTION.
= S CAP ST BRIDGE CLOSED TRUCK & VEHICLE TRAFFIC.
= WORK ZONE DC-295 PLEASE USE CAUTION.
» WORK ZONE AHEAD.
= WORK ZONE AHEAD PLEASE USE CAUTION.
Other Messages
* CLICKITOR TICKET.
= SOCCER GAME AT RFK THURSDAY 5PM-9PM.
* DRIVE WITH CARE.

DDOT added sensors and message boards on June 29, 2007, to account for a construction
project in nearby Maryland. DDOT purchased two additional sensor trailers and one
additional message board for the Maryland project. The additional sensor trailers
allowed DDOT to detect congestion due to the Maryland project and to alert motorists
approaching that project within the DC project area. The system combined delays from
the two projects as appropriate to determine the total delay. Also, DDOT used the
additional message board to expand motorist information south to the South Capitol
Street Bridge, which allowed messages relating dates and times of the bridge closing to
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be conveyed to travelers. The system also posted South Capitol Street Bridge status
messages on the Baltimore-Washington Parkway in Maryland and before the exits to
Route 50 and New York Avenue.

Overall, the real-time information system deployed on DC-295 in Washington, DC
appeared to effectively divert traffic to unsigned, unspecified alternate routes during
times of significant congestion. There was an average of 52% lower mainline volume
observed (combination of diversion, demand reduction, and congestion). It should be
noted that the results include potential reduced throughput due to queues and congested
conditions (likely significant for the higher end of the range). However, even considering
the congestion impacts on throughput, these results show that the system likely reduced
delay substantially for motorists by providing them with information to better enable
them to choose an alternate route. It should also be noted that this is an urban area with
a large number of commuter trips. Based on the data available, it is not possible to
determine what portion of the lower mainline volume was due to diversion versus
demand reduction versus congestion.

Tips and Lessons Learned

Deployment Tips and Lessons Learned

Coordinate with neighboring States and local agencies. DDOT coordinated with other
local agencies in addition to coordination with the Maryland State Highway
Administration on the neighboring construction project. When the South Capitol Street
Bridge was closed, DDOT coordinated with the local jurisdictions to divert over 72,000
vehicles for a 2-month period while the construction was ongoing. The coordination
process helped DDOT plan for outreach to the media to help motorists avoid the already
congested DC-295 corridor while it was under construction.

Flexibility in system configuration is important. DDOT successfully modified the
original system layout to account for impacts from a separate construction project in a
neighboring state.

Allow time for obtaining right of way use permits for equipment installation. The
vendor used by DDOT noted that time was required to get approval of these permits
before they could place the equipment in the field.

Secondary benefits of managing recurring congestion along heavily traveled urban
corridors may also be achieved. DDOT successfully used the system to manage
recurring congestion along the heavily traveled DC-295 corridor.

Evaluation and Research Tips and Lessons Learned

A successful evaluation of a work zone ITS deployment relies heavily on the
cooperation of each entity involved. As the final evaluation performed under this study,
the study team reaffirmed many of the previous evaluation and research lessons learned
from the other sites. For this study all parties were helpful in obtaining necessary
information.
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Need to be able to verify conditions in the field as they occur. Often, with archived data,
evaluators are unable to validate data and findings as conditions occur in the field. A
measure in addition to volume is commonly needed to measure the level of congestion
and congestion impacts on throughput.
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[-35 Hillsboro, Texas

In October 2006, The Texas Department of Transportation (TXDOT) implemented an
ITS system in a construction work zone in Hillsboro, Texas. The purpose of the system
was to monitor conditions and improve mobility and safety through the work zone along
[-35, 35W, and 35E in Hillsboro County. TXDOT designed the system to provide
motorists with real-time information on downstream conditions and to provide alternate
route guidance during times of heavy mainline congestion. TXDOT sought to warn
motorists of speed variability issues and to lessen traffic delays caused by capacity
reductions and rubber-necking in the work zone.

TXDOT designed an ITS system for a work zone on Interstate 35 south of Waco in
Hillsboro County, as shown in Figure 5.
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Figure 5. 1-35 Work Zone and Signed Alternate Routes (Taken from TXDOT’s Web
Site)

Based on predetermined speed and occupancy thresholds, the system provided real-time
delay information and recommended alternate routes via dynamic message signs (DMS).

27



TXDOT operators also monitored traffic conditions in the work zone through the use of
three wireless closed circuit video cameras.

The main objectives of the system were to:

= Reduce demand and congestion (by actively diverting traffic approaching the
work zone).

= Provide delay information and route guidance to motorists enroute to warn them
of slowed traffic ahead.

= Provide trip planning information to commuters and system management
information to DOT personnel via a Web site.

The main objectives of the evaluation were to:

= Determine traveler response to the work zone information.

= Determine the effect of traveler response on traffic conditions.

= Determine whether the system detected congestion as it occurred and posted the
appropriate messages.

Study Site Work Zone

TXDOT installed the work zone between milepost (MP) 364 and MP 374, north of Waco.
As shown in Figure 17, 1-35 splits north of Waco into I-35E leading to Dallas and 1-35W
leading to Fort Worth. All three highways have similar characteristics and are four-lane
divided freeway facilities. TXDOT set up lane closures in each direction in order to
reconstruct the main interchange and rehabilitate and reconstruct pavement and structures
along the route.

The contractor began construction in July 2006 with an estimate for completion of mid-
2008. Two separate construction projects were planned for the general area. Lane
closures on the south end of the corridor near exit 364 occurred from October 2006
through February 2007. For the second project, the contractor restricted capacity by
closing one lane in each direction during late 2006 and early 2007. The latter project is
located on 1-35 at the I-35E / I-35W interchange near milepost 371. Work will continue
through 2008.

TXDOT expected long queues and delays, especially on I-35W southbound near the split.
For northbound 1-35, the existing geometry is such that each lane directs traffic to either
I-35E or 1-35W. That is, the two lane section splits into one lane for 1-35E traffic and
another separated lane for 1-35W traffic. 1-35 branches off into two directions to the
north and becomes I-35E and 1-35W. A large portion of the traffic along the corridor is
commuter traffic, as many of the exits along the work zone area serve farm land and
provide access from rural roads. Major attractors that might impact traffic patterns were
not prevalent along the corridor, especially around exits that are in close proximity to the
work zone.
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ITS Description

The TXDOT deployment work zone ITS was made up of three individual systems meant
to alleviate non-recurring congestion along the 1-35 corridor. Since the 1-35 roadway
configuration consisted of three different approaches to the work zone, three independent
traffic monitoring systems were used. Alternate routes were signed for each of the three
traffic flows. While one vendor provided the entire system, it acted as three independent
closed loop systems, one for each approach to the work zone. While this document may
reference the “system,” it refers to the entire vendor-provided solution made up of three
components.

The primary goal of the system was to monitor this project’s work zones and
automatically provide alternate route advisory information to the traveling public based
on significant travel times through the work zone. A secondary goal of the system was
congestion management of non-recurring traffic conditions because of high traffic
volumes, weather, and incidents.

The system consisted of the following components:

Six solar powered portable side-fire microwave detection trailers

Six solar-powered portable changeable message signs

Three portable video (camera) trailers

A system server, Web host, and associated communication equipment and software
A Web site for use by TXDOT and the general public.

For each approach to the work area, two sensors monitored traffic and sent messages to
two PCMS based on pre-determined speed and occupancy thresholds, as shown in Table
5.

Table 5. Example Queue Thresholds - 35W Southbound

Speed Speed Speed
Normal Average Average Average Speed Below
Traffic Flow 40<x>55MPH 25<x>40MPH 10<x>25MPH 10MPH
through Work @5min @5min @5min @5min
Zone Lane Lane Lane Lane
>=55MPH 0Occ>20% 0Occ>30% 0Occ>40% 0Occ>50%

WORKZONE WORKZONE WORKZONE WORKZONE WORKZONE

AHEAD AHEAD AHEAD AHEAD TRAFFIC
2 MILES 2 MILES 2 MILES 2 MILES STOPPED
NO MODERATE EXPECT LONG USE

DELAYS DELAYS DELAYS DELAYS ALT
-X:XXPM- -X:XXPM- -X:XXPM- -X:XXPM- ROUTE

TXDOT dynamically adjusted queue thresholds, had message pre-emption capabilities,
and had notification capability to alert appropriate personnel of problems. In addition to
the vehicle count, speed, and classification data, streaming video was made available
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from three portable camera trailers. TXDOT also implemented a public Web site to allow
access to current system operational status and to view existing traffic conditions.
TXDOT procured the system through the prime construction contractor.

Measures and Metrics

The study team focused traffic data collection efforts on measuring diversion rates at
freeway exit ramps to test driver response to the system. To supplement the system
detector data, the study team collected data through three additional queue trailers with
side-fire radar at three key diversion locations along the corridor that provided access to
the signed alternate routes. The study team installed sensors upstream of the work zone
and system detectors downstream of the PCMS to collect mainline and ramp volume,
speed, and occupancy at each location. Original plans included travel time runs on the
mainline and alternate routes. However, data collection in this regard proved too costly
and difficult to properly capture conditions during impact periods.

The study team compared baseline data prior to ITS implementation (without ITS) with
the period when the system was active (with ITS). The study team collected data from
the three supplemental detectors from October 3, 2006, until February 4, 2007, and the
vendor archived system detector data beginning October 4, 2006 and message logs
beginning October 23, 2006. The system was turned on to traffic on October 26, 2006.
Figure 6 shows the location of the three supplemental data collection queue detectors
(labeled Q1, Q2, and Q3).
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Figure 6. Modified Corridor Map Showing Data Collection Sensor Locations

The success of the evaluation hinged upon the accuracy and completeness of several key
data elements, including:

= Traffic volumes and average speed and occupancy measurements at each sensor
location.

= Message logs showing the times and dates that the pre-determined messages were
activated.

= Time-specific information on construction activities and delay observations as
noted by inspectors in DOT construction logs.

The study team developed several hypotheses based on the goals for the system. The key

hypothesis, associated measures, and data sources for testing each are shown in the
following table.
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Table 6. Key Hypothesis, Measures, and Data Sources for Evaluation

Hypothesis Measures of Effectiveness Data Sources
The use of ITS in work zones will | Diversion rates at exit ramps with System detector
divert travelers to alternate and without the system and with data, supplemental
routes during times of work zone | construction; diversion rates during | data from three
congestion construction or an incident additional queue
compared with normal patterns detectors
Findings

The study team mainly focused data collection efforts on testing the level of diversion
around the work zone during periods of congestion. The site showed that, during times
of very heavy congestion, motorists will follow the diversion guidance posted on
message boards. Large percentages of traffic diverted on several occasions when the
system recommended the alternate route.

For this site, the study team designed the data collection plan to help answer several key
questions including:

Question: Did the system detect the congestion as it occurred?

Findings: It appears that the system detected congestion and displayed appropriate
messages, although the minimum diversion message post time was likely too short in
some cases.

Question: Did the system post appropriate messages when it detected congestion?

Findings: The system posted travel times for conditions at or near free flow travel times,
“Slow Traffic Ahead” and similar messages when speeds dropped, and diversion
messages when occupancy met the appropriate threshold.

Question: Did motorists respond to the diversion messages—and how?

Findings: When the system posted messages recommending the signed alternate routes,
large percentages of traffic diverted. Major incidents during heavy traffic periods (such
as holiday weekends) were a main cause for active diversion, more so than typical
construction activity and lane closures. During major incidents or high construction
impact periods combined with high demand, the system diverted an average of 10 percent
of mainline traffic to alternate routes. Diversion was as high as 28 percent during the
study observation period.

The key hypothesis was found to be true for this deployment based on observations. The
system diverted large amounts of traffic during incident and construction impact periods
compared with normal conditions.

The following sections provide additional detail from the analysis.
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Construction Activity Information

TXDOT provided construction activity information from inspector logs and from a
template provided by the study team. The study team matched the information provided
with the data patterns and trends from the data collection period. Tables 7 and 8 highlight
the initial information provided by TXDOT.

Table 7. Construction and Lane Closure Information (October 2006)

Time of Mile Marker
Time of Day Day Crashes Location/
Date (Beginning) (End) Observed Description Activity Notes
. . Three separate

10/3/2006 8:30 AM 9:00 AM Yes 35W SB mm1 crashes — lanes open

10/3/2006 9:00 AM 9:40 AM Yes I-35 SB mm 370 lTWO vehicle crash —
anes open

10/3/2006 8:15 AM 8:45 AM Yes | 1-35SB mm 369 lOne vehicle crash —
anes open

10/12/2006 6:30 PM 1:30 AM _ I-35 SB at exit Inside Ian_e closed for

368B construction

Table 8. Construction and Lane Closure Information (November-December 2006)

Time of Mile Marker
Time of Day Day Crashes Location/
Date (Beginning) (End) Observed Description Activity Notes
11/14/2006 9:00 AM 9:45 AM Yes I-35 NB mm368 | One vehicle involved
. . I-35 SB Lane closed for
11/20/2006 7:00 PM 10:00 PM - mm368B to 370 | pothole repair
Lane closed due to
12/13/2006 4:30 AM 11:15 AM Yes 35E SB mm372 | crash and barrier rail
repair
12/13/2006 4:00 AM 5:00 AM _ 35W SB mm2 to | Lane closed for crack
mm5 seal work
. ) Lane closed for
12/13/2006 7:00 PM 10:00 PM - 35W NB construction activities
12/14/2006 | 3:15 PM 3:50 PM Yes | 35W NB at split ITWO vehicle crash —
anes open
12/14/2006 | 3:30 PM 4:00 PM ves |89NBUS77 | Three vehicle crash -
Exit Ramp lanes open

The study team noted any days where the detectors captured traffic impact periods (any
condition other than free flow) but field condition information was not available. TXDOT
reviewed its logs and incident database and provided additional information as available.
Information was not available for several time periods where traffic data showed delays

and queuing.
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Several significant incidents and crashes occurred November 23-26, 2006, over the
heavily-traveled Thanksgiving Holiday weekend. The traffic data showed significant
delay and queuing and heavier than normal volumes. During this time period, the system
activated several times to divert traffic. Since the work zone was not active with lane
closures and construction activity over the holiday weekend and observations by
inspectors were not captured, the study team does not have many of the specific details
on the extent of the traffic impacts from the crashes. However, as shown in the following
sections, several data points were useful in the analysis.

System Detector Traffic Data

The study team sorted and analyzed traffic data from system detectors and the
supplemental data collection detectors to quantify the impacts from construction and to
identify periods of impact where additional information would be useful. The archived
traffic data from each detector consisted of more than 500,000 records covering a time
period from October 2006 through February 2007. Each message consisted of a volume
count, an average speed value, and an average occupancy value by lane for both lanes in
each direction along 1-35, 1-35E, and 1-35W. The data set for each sensor appeared to be
very complete and the data appeared reasonable.

The study team observed one incident during construction and prior to system
deployment. A lane closure was in place on October 12 and 13, 2006, on northbound I-
35. Figure 7 highlights consistent volume patterns for this baseline time period. The
green line (ramp counts) shows no distinct spike in volume based on the conditions.
While the study team only had limited observations to analyze during the “without ITS”
period, one can logically conclude that motorists (especially through trips) would not be
comfortable diverting to an unfamiliar roadway without knowledge of the impact to their
trip.
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Volumes
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Figure 7. Volume Patterns (Q3: 35E SB) — October 12 Lane Closure (Without ITS)

Figure 8 shows high occupancy values at the system detector location within the work
zone between 9 p.m. and 11 p.m. These values showed enough impact to warrant
diversion (50 percent occupancy) of traffic during this time period. However, a large
percentage of traffic did not divert to the signed alternate routes.
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Figure 8. Occupancy Values (System Q4: 35E SB) — October 12 Lane Closure

(Without ITS)

The study team also analyzed traffic data during construction and with ITS, mainly
focusing on days where the system actively diverted traffic. For a major crash on

PM
PM

10:41:00 PM
11:00:00 PM
11:21:00 PM
11:42:00 PM

November 26, 2006, involving a tractor trailer, the data showed higher than normal ramp
volumes during a nearly 5 hour period where the system actively diverted traffic. Figure
9 shows high occupancy values detected by the system. The incident likely included

traffic shifts and lane closures, but validation based on specific information proved

difficult due to the limited availability of such information.
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Figure 9. Occupancy Values (System Q1: 1-35 NB) — November 26 Incident (With ITS)

Figure 10 shows trends in ramp volumes during the same period on November 26, 2006.
The general trend shows that motorists used the guidance provided by the system and
diverted around the impact area.
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Figure 10. Volumes (Q2: 1-35 NB) — November 26 Incident (With ITS)

The study team also analyzed actual diversion levels based on the percentage of traffic
using the ramp at each diversion point compared with similar days during the same
month. The following table highlights the percentage of traffic that diverted for another
incident that occurred on November 23, 2006. While the total volumes varied, the
percentage of total volume using the ramp changed significantly when the system advised
motorists to divert.
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Table 9. Diversion Rates for November 23rd Incident Compared with Other
Thursdays in November

Volumes Number
Percent of Active Diversion Time
Date Detector | Ramp | Total | Diversion | Records Period
go1 70 | 1479 4.7% 68 | From 10:10 AM to 11:51 AM
11/9/2006 q02 35 | 1409 2.5% 100 | From 10:23 AM to 12:43 PM
qo3 14 | 1423 1.0% 96 | From 10:20 AM to 11:57 AM
go1 113 | 2090 5.4% 98 | From 10:10 AM to 11:51 AM
11/16/2006 go02 61 | 1926 3.2% 137 | From 10:23 AM to 12:43 PM
g03 15 | 1305 1.1% 86 | From 10:20 AM to 11:57 AM
11/23/2006 go1 985 | 3596 27.4% 97 | From 10:10 AM to 11:51 AM
q02 934 | 3356 27.8% 136 | From 10:23 AM to 12:43 PM
go03 383 | 3354 11.4% 96 | From 10:20 AM to 11:57 AM
qo1 77 | 1328 5.8% 96 | From 10:10 AM to 11:51 AM
11/30/2006 go2 72 | 1463 4.9% 144 | From 10:23 AM to 12:43 PM
qo3 17 | 1138 1.5% 103 | From 10:20 AM to 11:57 AM

The Thanksgiving weekend incident showed a similar pattern, as outlined in Table 10.
Similarly, the total mainline traffic volume was significantly higher, but the diversion
rates as a percentage of total mainline traffic were also significantly higher. A 27 percent
difference in ramp to total traffic occurred compared with other similar days of the week
as a result of the alternate route guidance displayed.

Table 10. Diversion Rates for November 26th Incident Compared with Other
Sundays in November

Volumes Number
Percent of
Date Detector | Ramp | Total | Divert | records Time Period
qo1 23 558 4.1% 13 | From 5:59 PM to 6:12 PM
11/5/2006 q02 68 | 5735 1.2% 294 | From 2:13 PM to 7:32 PM
g03 16 | 3659 0.4% 157 | From 4:12 PM to 6:46 PM
qo1 15 514 2.9% 13 | From 5:59 PM to 6:12 PM
11/12/2006 q02 75 | 5851 1.3% 295 | From 2:13 PM to 7:32 PM
go3 28 | 3854 0.7% 157 | From 4:12 PM to 6:46 PM
go1 17 | 451 3.8% 12 | From 5:59 PM to 6:12 PM
11/19/2006 q02 74 | 5467 1.4% 298 | From 2:13 PM to 7:32 PM
qo3 32 | 3301 1.0% 158 | From 4:12 PM to 6:46 PM
go1 35| 482 7.3% 11 | From 5:59 PM to 6:12 PM
11/26/2006 go02 2332 | 8084 28.8% 314 | From 2:13 PM to 7:32 PM
qo3 966 | 5549 17.4% 166 | From 4:12 PM to 6:46 PM
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Overall, the study team found 1 to 28 percent reduction in mainline traffic volume (with
an average of 10 percent reduction) during congested periods, lessening the demand for
restricted mainline capacity. These results are based on 20 observation periods during
which the system actively diverted traffic due to congestion from construction or
incidents.

No data collection activities occurred on the alternate routes, making it difficult to
determine the operational performance of the two- and four-lane alternates during
diversion periods. Additionally, due to the limited number of system detectors (two in
each direction), the study team was not able to draw meaningful conclusions about how
well the diversion rates improved mainline conditions and travel times.

Dynamic Message Sign Data

The system archived message logs from October 2006 until February 2007. The archives
included more than 650,000 records. The study team observed some small quantities of
missing or anomalous information.

Throughout the deployment, the system posted variations of different messages at
different times. On occasion, the system posted a message recommending an alternate
route for very short periods followed by a different message. For each approach, the
system was consistent in posting a general message on the upstream message board and a
more specific message, such as recommending the alternate route, downstream.

The system used several preprogrammed messages, and operators had the ability to
override the system and post messages manually as needed. Variations of the following
messages were posted at different times throughout the deployment.

Messages Showing Delay

e WORKZONE AHEAD 2 MILES 