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Nearly Interactive Parabolized Navier-Stokes Solver 
for High Speed Forebody and Inlet Flows 

 
Thomas J. Benson, May-Fun Liou, William H. Jones, and Charles J. Trefny 

National Aeronautics and Space Administration 
Glenn Research Center 
Cleveland, Ohio 44135 

Abstract 
A system of computer programs is being developed for the preliminary design of high speed inlets 

and forebodies. The system comprises four functions geometry definition, flow grid generation, flow 
solver, and graphics post-processor. The system runs on a dedicated personal computer using the 
Windows operating system and is controlled by graphical user interfaces written in MATLAB (The 
Mathworks, Inc.). The flow solver uses the Parabolized Navier-Stokes equations to compute millions of 
mesh points in several minutes. Sample two-dimensional and three-dimensional calculations are 
demonstrated in the paper.  

Introduction 
Optimization of hypersonic air-breathing vehicles requires consideration of the aerodynamic 

efficiency of a proposed configuration. This is especially true for the forward areas of the vehicle which 
condition and capture the propulsive stream, and generate aerodynamic forces. As a result, air inlet 
designs are driven to highly-integrated three-dimensional configurations. The inlet flow typically contains 
multiple shock waves and thick boundary layers on all surfaces. The interactions between the shocks and 
boundary layers cause traditional design techniques, such as the method of characteristics or streamline 
tracing, to be of limited utility for this class of inlets. Because the inlet must provide optimum 
performance over a wide speed range during acceleration, the inlet designer must consider a large matrix 
of geometric and flow variables. The large matrix of geometric and flow variables requires high-speed 
calculations for inlet design.  

The overall objective of this study is to develop and link a series of nearly interactive computer 
programs for the preliminary design and aerodynamic evaluation of three-dimensional forebody and inlet 
configurations over a wide operating range of supersonic and hypersonic speeds. The system of programs 
should allow the designer to develop and evaluate a three-dimensional design in a matter of minutes. The 
final system will employ a commercially developed Computer Aided Design (CAD) package for 
geometry definition, optional programs for the flow grid generation, and may also include an optimizer 
program. This paper presents the current status of the system. At the center of this system of computer 
programs is a high-speed flow solver capable of accurately modeling three-dimensional shock-boundary 
layer interactions. The solver uses a single pass, spatial marching technique to solve the Parabolized 
Navier-Stokes (PNS) equations for supersonic and hypersonic flow through a specified geometry.  

PNS solvers were developed in the 1970s and 80s to solve a variety of high-speed flow problems, 
References 1 to 3. A supersonic, three-dimensional, PNS analysis typically neglects the stream-wise 
diffusion terms of the full Reynolds-Averaged Navier-Stokes (RANS) equations to generate a solution 
algorithm that can be marched from one plane to the next on a structured grid. Because the solution is 
marched, and not globally relaxed as required by a RANS analysis, the solution technique is orders of 
magnitude faster than a comparable RANS analysis and requires orders of magnitude less computer 
storage. 

The PNS solution technique does have its limitations, however. It can not model the flow past the 
terminal normal shock and it encounters serious stability problems in large regions of subsonic or 
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reversed flows, where neglected elliptical effects are important. A variety of solution techniques have 
been developed to model the flow in subsonic and reversed flow regions. For a supersonic or hypersonic 
inlet, large regions of subsonic or reversed flows are highly undesirable from a performance standpoint. It 
is normally not necessary for a hypersonic inlet preliminary design code to accurately model the details of 
a separation, but only to indicate that such conditions are present in the current design. The design must 
then be modified to eliminate the low speed flow to insure optimum inlet performance. A PNS analysis 
code is an ideal choice for a hypersonic inlet design tool; it is more accurate than a simple method of 
characteristics or stream tube analysis, yet orders of magnitude faster than a full RANS analysis.  

The particular PNS analysis to be used in this design tool is the PEPSI-S computer program 
developed for NASA by Scientific Research Associates, Reference 4, in the early 1980s. PEPSI-S, an 
acronym for Parabolic Elliptic Streamwise Implicit-Supersonic, was chosen because it was originally 
developed for high-speed inlets and contains special logic to change boundary conditions from a flow 
boundary to a solid boundary in the marching direction as occurs at the centerbody, cowl, and sidewall 
leading edges. It also has special boundary conditions to model inlet bleed. This computer program has 
been verified for several important flow problems that occur in hypersonic inlets, including a cone at 
angle of attack, oblique shock boundary layer interactions, Reference 5, glancing shock boundary layer 
interactions, Reference 6, hypersonic compression corners, and a series of boundary layer bleed tests. It 
has also been verified against full high-speed inlet experiments, including the P-8 hypersonic inlet tested 
at NASA Ames, Reference 7, the Mach 5 inlet tested at NASA Glenn, Reference 8, and the Priced Option 
2 inlet tested at CALSPAN as part of the National Aerospace Plane (NASP) project. The original flow 
solver was written in FORTRAN and consisted of nearly 12,000 lines of code. It was run on a variety of 
mainframe computers, including the Univac 1100, the IBM 360 and 370, and the Cray 1S and XMP. In 
the early 1990s, typical central processing unit (CPU) times on the Cray XMP for a problem with 
1 million grid points was about 30 min. Studies have shown that the run time scales linearly with the 
number of grid points. The actual clock time to perform a calculation (turn-around time) was dependent 
on the number of other users in the queue for the mainframe. A turn-around time of 6 to 8 hr for a million 
point calculation was typical for the Cray XMP. Unfortunately, support for PEPSI-S was terminated in 
the early 1990s with the completion of the NASP project. Enhancements to the code to expand its 
geometrical capabilities and to include real gas effects had been coded but not extensively verified at the 
time of the termination. 

Approach 
The design system consists of four functions that run in rapid succession (1) geometry definition, 

(2) flow grid generation, (3) flow solution, and (4) graphical post-processing. Each function is performed 
by a separate computer program that is selected and launched by a graphical user interface (GUI) 
developed in MATLAB. The control GUI, shown in Figure 1, provides the user with some choices for 
geometry definition and grid generation. Each function program is controlled by its own GUI and passes 
information to other function programs through data files. The data files are archived to provide a record 
of past designs. The archived files can also be used as a starting point for a new design. 

The preliminary design system is being developed on a stand-alone personal computer (2001 Dell 
Precision 330, with Pentium 4 chip) using the Windows operating system (OS). Windows OS was chosen 
for compatibility with the eventual CAD program for geometry definition. An older personal computer 
(PC) was selected for cost and availability considerations. The flow solver and grid generator were 
originally written in FORTRAN and compiled and executed under the Unix operating system for Cray 
computers (UNICOS). Some slight modifications to these programs were required to operate under 
MATLAB with Windows OS. The final design system will run on a much faster modern laptop computer 
running Windows. 
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The preliminary design process begins with the definition of the inlet geometry. A small interactive 
graphics program has been developed in MATLAB to help the user define the location of the inlet 
components. The user can vary the number, length, and angle of inlet ramps and cowl compression 
surfaces. The two-dimensional inviscid location of shock waves generated by the ramps and cowl are 
computed and displayed, as shown in Figure 2. Preliminary designs generated by the program can be 
saved for later modification and the program generates an input file for the grid generation program. More  
detailed geometry for a proposed configuration will eventually be developed using a commercially 
available CAD program such as SolidWorks (Geometric Software Solutions Co.). 
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The interactive geometry program is used to define the surface geometry of the inlet. A skeleton flow 
grid is then generated using a commercial grid generation program, such as Gridgen (Pointwise, Inc.), 
with the surface geometry as a boundary. The PNS flow solver interpolates on the skeleton grid to 
produce the actual computational grid. PEPSI-S has a requirement that the skeleton grid be orthogonal 
curvilinear. In previous uses of PEPSI-S, the Annular Diffuser Deck (ADD) code, Reference 9, was 
regularly used to generate skeleton grids. The ADD code is being retained as an alternate grid generation 
program for the design system. Input to the ADD code is generated by the interactive geometry program. 
The ADD code is executed by a MATLAB GUI and the output grid file created by the ADD code is 
stored using the same GUI. 

With the successful generation of the skeleton flow grid, the user is ready to invoke the flow solver. 
Input to the flow solver is generated using another MATLAB GUI that is invoked from the control GUI 
of Figure 1. The flow solver GUI is shown in Figure 3. A GUI is used for the flow solver because of the 
increased speed offered by this method of input as compared to editing an input file. The input GUI is 
divided into five sections. The top section is used to locate previous input data files or restart files and to 
control the output from the PNS solver. The top section also includes “Status” and “Instruction” text 
boxes to inform the user of successful completion of the calculation, or to provide suggestions for error 
handling as required. The next lower section is used to specify the initial flow conditions to the solver. 
The middle section of the GUI provides a variety of input panels as selected by the user using various 
input buttons and pull-down menus. Figure 3 shows the boundary condition input panel. The section 
located below the middle section controls the grid resolution and grid data files. The bottom section is 
used to run the program, save results, and to call the output plotting program.  
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For a typical run, input for the flow solver is typed into the appropriate boxes. When all of the input 
variables have been specified, an input file is created by clicking on the “Input Complete” button at the 
lower left. The program is then executed by clicking on the green “Compute” button at the bottom. At the 
conclusion of the run, the middle section of the GUI displays average values of several flow variables at 
the last computational plane. If an error occurs during the calculation, it is noted in the “Status” box at the 
upper right so that the user can make modifications to the design. At the conclusion of a run, the user can 
choose to “Save” the input file for later retrieval using the GUI. The input file then provides a record of 
past designs and a starting point for a new design. The user can also save output from the flow solver as 
PLOT3D graphical files, as an ASCII output file, and as a binary restart file for the last plane calculated. 
The program can be restarted from any saved restart file as the entire flow field is initialized and the input 
GUI loaded with the conditions present at the designated plane. The graphical output is displayed using a 
commercial graphics package, such as TecPlot (TecPlot, Inc.), that is launched from the control GUI or 
from the flow solver GUI.  

Sample Calculations 
To demonstrate the power of the design system, let us follow the design of a rectangular inlet from 

preliminary sketch to full three-dimensional simulation. Using the interactive geometry program, a 
sample inlet is designed having two 7° ramps on the lower surface. The first ramp is 1.5 ft long and the 
second ramp is 4 ft long. The cowl is placed 2 ft above and 4 ft back from the ramp leading edge. A 3° 
internal compression ramp is added to the cowl. The preliminary geometry for this case was created and 
the input conditions for the ADD code were generated in about 2 min on the PC. The calculations were 
nearly instantaneous; the time was mostly spent entering data and doing visual checks of the results. 

The geometry is updated and displayed for each entry and the final geometry is shown in Figure 4. The 
blue lines on the figure show the ramp side geometry, the green lines show the cowl geometry, and the red 
lines give the inviscid shock locations. The red numbers indicate the Mach number downstream of each 
shock wave. Note that this is a very bad inlet design, with multiple intersecting shock waves all falling 
inside the cowl. For this sample problem, the intent is not to design a practical inlet, but to exercise and time 
the design system, and to ensure that the flow solver can properly model complex flow features that could 
be present in a bad design. Were this a real design exercise, the front hinge of the second ramp and the cowl 
leading edge would be moved farther aft so that the ramp shocks do not intersect and pass outside the cowl. 

A skeleton flow grid was generated for this inlet using the ADD code. The skeleton grid is 100 by 
130 points and took 35 sec to generate on the PC. During the early 1990s, a similar size flow grid 
required about 30 min of CPU time on the Cray XMP. The grid is shown in Figure 5, with flow from left 
to right. The grid is packed on the upper and lower surfaces to provide increased grid resolution to the 
flow solver. Grid resolution is necessary to correctly model the boundary layers that form on the upper 
 

 



NASA/TM—2009-215598 6

 
 

 
 
and lower surfaces. The numerical values on Figure 5 are different than Figure 4 because the flow grid is 
nondimensionalized by the cowl height. The skeleton grid file is normally stored in the same directory as 
the geometry file for a given case so that the grid file can be easily accessed by the flow solver and used 
for multiple flow calculations. 

An initial, two-dimensional calculation of the flow through this inlet was performed at a free stream 
Mach number equal to 4.0 and a Reynolds number of 5 million per foot. The flow solver can be run with 
either Imperial units or metric units as selected by the user on the input GUI. A McDonald-Camarata mixing 
length turbulence model, Reference 10, was used for this sample calculation and the walls of the inlet were 
modeled as adiabatic surfaces. Grid resolution studies were performed to establish grid independence of the 
solution. The final calculation was performed on a 90 by 991 grid with a single restart file written at the 
midpoint of the marched solution. The total CPU time for this calculation was 15 sec. Approximately 2 min 
time was spent using the GUI on the first calculation to set up the problem by entering values for the free 
stream variables, specifying the boundary conditions, selecting the turbulence model, specifying the proper 
grid file, entering values for the grid resolution parameters, and saving the results. Subsequent calculations 
required less set up time because of the previously saved input files. 

The Mach number contours through the inlet are shown in Figure 6, with red being Mach = 4 and 
blue being Mach = 0. The Mach number contours clearly indicate the growth of the boundary layer along 
the lower ramp surface and the upper cowl surface. The shock waves from the ramps and cowl are also 
indicated by the change in color contour. There are several complex compressible flow phenomena 
present in this sample case: intersection of the ramp shocks, intersection of the ramp shocks and cowl 
shock, reflection of the ramp shock from the cowl surface, and intersection of the reflected ramp shock 
with the expansion at the shoulder of the inlet at the right. 

Some of these interactions are more clearly defined in the static pressure contours shown in Figure 7. 
In Figure 7, blue represents low pressure and red indicates high pressure. An abrupt change of color 
indicates a shock location. Because the static pressure is imposed through the boundary layer, a static 
pressure plot does not show boundary layer formation on the solid surfaces. 
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Following the two-dimensional calculations, the solver input file was modified to perform a three-
dimensional design of the inlet. For the first three-dimensional design, a rectangular cross-sectional 
geometry was selected with the width equal to the cowl height. A solid sidewall was placed on each side, 
beginning at the ramp leading edge. The initial sidewall was a simple rectangular flat plate; later designs 
include a swept leading edge and a sidewall compression surface. A plane of symmetry exists along the 
center of the inlet, parallel to the sidewalls, so only one half of the flow domain needs to be modeled. 
Approximately 2 min were spent modifying the solver input file using the solver GUI to change from 
two-dimensions to three-dimensions and to specify boundary conditions and grid resolution on the 
sidewall surface. For this sample calculation, only the forebody ramp surfaces were calculated. A three-
dimensional calculation was then performed on a 90 by 90 by 500 grid (4.05 million grid points) 
requiring 10 min on the PC. A calculation of this size would have required more than 2 hr of CPU time 
and a turn-around time of about a day on the Cray-XMP with the same solver during the 1990s. Some 
results of this calculation are shown in Figure 8. 

Figure 8 shows Mach contours at four selected stream-wise planes. Mach = 4 is denoted by the red 
colors and Mach = 0 is blue. The flow enters from the lower left and moves towards the upper right. The 
compression ramps are at the bottom and the cowl surface would be at the top. The sidewall is located on 
the surface farthest from the viewer, while the symmetry plane is located on the near side. The contours 
indicate the shock wave generated by the first ramp by the change from red to orange, and the shock 
generated by the second ramp as the change from orange to yellow. Boundary layers along the ramp and 
sidewall surfaces are indicated by the thin predominately green bands. The bulge in the boundary layer 
along the sidewall is typically produced by the interaction of the sidewall boundary layer with the 
glancing shock from the ramp. Notice that this rather simple rectangular geometry produces a highly 
three-dimensional flow field because of the shock boundary layer interactions. 

More details of the shock boundary layer interactions are given by the static pressure contours in 
Figure 9. Figure 9 shows static pressure contours at the same four stream-wise planes and same 
orientation as shown in Figure 8. Blue represents low pressure and red indicates high pressure. The 
change in color contours indicates the location of the shock waves. There is a very weak shock that is 
generated by the leading edge of the flat sidewall and this shock is seen to traverse the flow field from the 
sidewall to the centerline. The details of the glancing shock sidewall boundary layer interaction show that 
the pressure disturbance from the shock feeds upwards through the boundary layer ahead of the location 
of the free-stream inviscid shock. This behavior has been seen in verification cases of sidewall shock 
interactions, Reference 5.  
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A final three-dimensional design case was initiated using the solver GUI and the solver input file 
from the previous case. For the new design, the flat plate sidewall was changed from a flat plate into a 7° 
sidewall compression ramp. This change required several minutes using the GUI to describe the geometry 
of the sidewall and to invoke a special option in the solver to handle the nonorthogonal grid geometry in 
the cross flow direction. A second 90 by 90 by 500 calculation was performed in 10 min time on the PC. 
Results of this calculation are shown in Figure 10. 

In Figure 10, the orientation of the picture is the same as Figure 8; flow is from lower left to upper 
right, the plane of symmetry is nearer the viewer and the sidewall is away from the viewer. The 
compression wedge of the sidewall is indicated by the triangle near the top of the picture. Again, 
Mach = 4 corresponds to the color red and Mach = 0 corresponds to blue. Five planes of contours are 
shown in Figure 10. The free stream plane at the left indicates uniform flow. The plane just to the right of 
the free stream plane shows flow on the first ramp. Because the first ramp and the sidewall compression 
are both 7°, the flow field is symmetric about the far corner. There is a complex shock-on-shock 
interaction near the corner in addition to the shock boundary layer interactions on both the ramp and 
sidewall surfaces. At the far right, along the centerline of the inlet we see indications of flow separation 
(blue color) along the ramp surface. This separation is caused by the high adverse pressure gradient 
generated by the intersection of the sidewall compression shocks. In an actual application, the GUI would 
be used to change the design to eliminate this separation. 

The speed of these calculations have allowed us to go from initial sketch to multiple three-
dimensional designs in less than an hour. Such speed can also be used to analyze existing high-speed 
inlets. A test calculation was performed on the P-8 inlet, Reference 11, which was used extensively for 
code validation in the 1990s. The calculation started with geometric information from the report and 
proceeded through grid generation, flow solution using the solver GUI, and graphical analysis of the 
computation. 

The free stream Mach number for this case was 7.4, the Reynolds number was 8.8 million per meter, 
the cowl height was 8.89 cm, forebody length was 82.3 cm, and the walls were held to a constant 
temperature of 283 Kelvin. The McDonald-Camarata mixing length turbulence model was used for this 
calculation. The computational grid was 90 by 80 by 1400 mesh (10.08 million grid points) and the 
calculation required about 30 min total computer time. Results from this calculation are shown in 
Figure 11.  

Figure 11 shows Mach contours at four stream-wise planes and along the centerline of the inlet. The 
flow is from lower left to upper right and there is a large wedge forebody to the lower left which is not 
shown. The cowl is at the top and the lower cowl surface and the end of the forebody wedge curve inside 
the cowl. There is also a reverse swept sidewall on the near side that has been removed for viewing the 
flow field. Thick boundary layers have grown on the wedge surface and the cowl shock separates this 
boundary layer at the last computational plane at the far right in the corner formed by the sidewall and the 
wedge. This flow field compares favorably with previous calculations of this inlet, Reference 7, but was 
computed in 8 percent of the CPU time, and less than 1 percent of the turn-around time, required for the 
previous calculations. 

The speed of the flow solver allows some other uses besides design and analysis. The flow solver 
supports two-equation turbulence models, so the system can be used in the development of improved 
boundary layer transition models for hypersonic application. The boundary conditions of the flow solver 
include mass removal and addition, so the system can be used to develop improved boundary layer bleed 
models, as long as elliptic effects are not important and can be neglected. The system can also be used to 
perform detailed computational studies of fundamental physics problems, such as the glancing shock 
boundary layer interaction problem. 
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Future Plans 
The entire design system is currently under development and this paper has concentrated primarily on 

the development and use of the flow solver. Additional improvements are planned for the flow solver. For 
hypersonic applications, real gas effects associated with the excitation of the vibrational modes of 
nitrogen and oxygen molecules will be implemented and compared to experimental data. The solver was 
originally written for small core mainframe computers. To overcome the problems associated with a small 
core, the program writes and reads data from scratch files as the solution is marched downstream. The 
available storage on a modern PC far exceeds the storage available on the older mainframes. We intend to 
rewrite a portion of the solver to eliminate the data transfer. We expect a 20 to 30 percent speed increase 
from the solver with this improvement. We also intend to move the system to a more modern, high-speed 
laptop or dedicated PC with an associated speed increase expected. The goal for the flow solver is to be 
able to compute 1 million mesh points in 1 min; the current system can calculate 1 million mesh points in 
2.5 min. 

The current design system includes the interactive geometry program and has primarily employed the 
ADD grid generator. The final system will rely on CAD geometry development from SolidWorks and use 
commercial grid generation packages such as Gridgen. The flow solver has been modified to receive grid 
information from commercial packages. These features of the design system will have to be exercised and 
validated. Later versions of the system will also employ modern optimization techniques. The user can 
then choose to perform a design with the engineer in the loop or using the optimizer. 

Conclusion 
A new interactive preliminary design system is being developed to allow inlet designers to rapidly 

screen hypersonic forebody and inlet designs. The system employs a PNS solver to accurately model the 
three-dimensional shock boundary layer interactions that are present in this class of inlets. Modern, high-
speed personal computers have sufficient computing power, speed, and storage to support such a system. 
On the current dedicated PC, one million grid points can be computed in 2.5 min. Because of the speed of 
the calculations, it is desirable to generate input to the program using a GUI written in MATLAB. The 
GUI passes information to the compiled FORTRAN modules of the solver and provides a system for 
storing and retrieving inputs from previous calculations. While the design system is currently under 
development, we have already begun to use the solver portion in an analysis mode to verify results, 
determine future requirements, establish timings, and build an accessible library of previous results.  
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