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Reports on Information Systems Technology

The Information Technology Laboratory (ITL) at the National Institute of Standards and
Technology promotes the U.S. economy and public welfare by providing technical leadership for
the Nation's measurement and standards infrastructure. ITL develops tests, test methods,
reference data, proof-of-concept implementations, and technical analyses to advance the
development and productive use of information technology. ITL's responsibilities include the
development of management, administrative, technical, and physical standards and guidelines
for the cost-effective security and privacy of nonnational-security-related information in federal
information systems. This Special Publication 800 series reports on ITL's research, guidelines,
and outreach efforts in information system security and its collaborative activities with industry,
government, and academic organizations.



Authority

This document has been developed by the National Institute of Standards and Technology
(NIST) in furtherance of its statutory responsibilities under the Federal Information Security
Management Act (FISMA) of 2002, Public Law 107-347.

NIST is responsible for developing standards and guidelines, including minimum requirements,
and for providing adequate information security for all agency operations and assets, but such
standards and guidelines shall not apply to national security systems. This guideline is consistent
with the requirements of the Office of Management and Budget (OMB) Circular A-130, Section
8b(3), Securing Agency Information Systems, as analyzed in A-130, Appendix I1V: Analysis of
Key Sections. Supplemental information is provided A-130, Appendix IlI.

This guideline has been prepared for use by federal agencies. It may also be used by
nongovernmental organizations on a voluntary basis and is not subject to copyright regulations.
(Attribution would be appreciated by NIST.)

Nothing in this document should be taken to contradict standards and guidelines made
mandatory and binding on federal agencies by the Secretary of Commerce under statutory
authority. Nor should these guidelines be interpreted as altering or superseding the existing
authorities of the Secretary of Commerce, Director of the OMB, or any other federal official.

Certain commercial entities, equipment, or materials may be identified in this document in order
to describe an experimental procedure or concept adequately. Such identification is not intended
to imply recommendation or endorsement by NIST, nor is it intended to imply that the entities,
materials, or equipment are necessarily the best available for the purpose.
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The following changes have been incorporated into Special Publication 800-100.

1. Chapter 10 Risk Management, Figure 10-1. Risk Management in the System
Security Life Cycle diagram has been modified to remove numbers from diagram
and to show the steps clearly in the risk management process in the system security
life cycle.

2. Chapter 10 Risk Management, Table 10-1. Risk Level Matrix has been modified to
correct the math in the diagram.
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CHAPTER 1 Introduction

Chapter 1
1. Introduction

This Information Security Handbook provides a broad overview of information
security program elements to assist managers in understanding how to establish and
implement an information security program. Typically, the organization looks to the
program for overall responsibility to ensure the selection and implementation of
appropriate security controls and to demonstrate the effectiveness of satisfying their
stated security requirements. The topics within this document were selected based
on the laws and regulations relevant to information security, including the Clinger-
Cohen Act of 1996, the Federal Information Security Management Act (FISMA) of
2002, and Office of Management and Budget (OMB) Circular A-130. The material in
this handbook can be referenced for general information on a particular topic or can
be used in the decision-making process for developing an information security
program. National Institute of Standards and Technology (NISTIR) Interagency
Report 7298 provides a summary glossary for the basic security terms used
throughout this document. While reading this handbook, please consider that the
guidance is not specific to a particular agency. Agencies should tailor this guidance
according to their security posture and business requirements.

1.1 Purpose and Applicability

The purpose of this publication is to inform members of the information security
management team (agency heads; chief information officers [ClIOs]; senior agency
information security officers [SAISOs], also commonly referred to as Chief
Information Security Officers [CISOs]; and security managers) about various aspects
of information security that they will be expected to implement and oversee in their
respective organizations. In addition, the handbook provides guidance for facilitating
a more consistent approach to information security programs across the federal
government. Even though the terminology in this document is geared toward the
federal sector, the handbook can also be used to provide guidance on a variety of
other governmental, organizational, or institutional security requirements.

1.2 Relationship to Existing Guidance

This handbook summarizes and augments a number of existing NIST standards
and guidance documents and provides additional information on related topics. Such
documents are referenced within appropriate subchapters.

1.3 Audience

The intended audience includes agency heads, ClIOs, SAISOs (also commonly
referred to as CISOs), and security managers. The handbook provides information
that the audience can use in building their information security program strategy.
While there are differences between federal and private sector environments,
especially in terms of priorities and legal requirements, the underlying principles of
information security are the same. The handbook is therefore useful to any manager
who requires a broad overview of information security practices.
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Chapter 2
2. Information Security Governance

Federal agencies rely heavily on information technology (IT) to run their daily
operations and deliver products and services. With an increasing reliability on IT, a
growing complexity of federal government IT infrastructure, and a constantly
changing information security threat and risk environment, information security has
become a mission-essential function. This function must be managed and governed
to reduce the risks to federal government operations and to ensure the federal
government’s ability to do business and serve the American public.

The purpose of information security governance is to ensure that agencies are
proactively implementing appropriate information security controls to support their
mission in a cost-effective manner, while managing evolving information security
risks. As such, information security governance has its own set of requirements,
challenges, activities, and types of possible structures. Information security
governance also has a defining role in identifying key information security roles and
responsibilities, and it influences information security policy development and
oversight and ongoing monitoring activities.

To ensure an appropriate level of support of agency missions and the proper
implementation of current and future information security requirements, each agency
should establish a formal information security governance structure.

Information security governance can be defined as the process of establishing
and maintaining a framework and supporting management structure and
processes to provide assurance that information security strategies are aligned
with and support business objectives, are consistent with applicable laws and
regulations through adherence to policies and internal controls, and provide
assignment of responsibility, all in an effort to manage risk.

2.1 Information Security Governance Requirements

The United States (U.S.) Congress and the Office of Management and Budget
(OMB) have instituted a number of laws, regulations, and directives that govern
establishment and implementation of federal information security practices. These
laws, regulations, and directives establish federal- and agency-level responsibilities
for information security, define key information security roles and responsibilities,
identify minimum information security controls, specify compliance reporting rules
and procedures, and provide other essential requirements and guidance. These laws
and regulations place responsibility and accountability for information security at all
levels within federal agencies, from the agency head to IT users. They also provide
an infrastructure for developing and promulgating detailed standards and
implementation guidance to federal agencies and overseeing implementation of
required practices through NIST and the Government Accountability Office (GAO),
respectively.

These three entities, the U.S. Congress, OMB, and GAO, define and influence
federal agency governance and information security requirements. Congress creates
laws and oversight measures to establish objectives, present timely analyses to
establish overall governance standards across the federal government, and provide
aid in economic and budget decisions, including decisions about public IT assets and
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those funds needed to secure them. Agencies must establish clear reporting
requirements that meet legislative requirements set by Congress and must also
provide Congress with the necessary information and estimates required for the
congressional budget process. OMB assists the President in overseeing the
preparation of the federal budget and supervises its administration by the executive
branch agencies. OMB provides further guidance to the agencies on implementing
legislative information requirements in the form of circulars and memoranda. GAO
also provides oversight of agency information security activities as a part of its
mission “to support the Congress in meeting its constitutional responsibilities and to
help improve the performance and ensure the accountability of the federal
government for the benefit of the American people.”* GAO reviews agency
implementation of legislative and regulatory requirements and reports to Congress
and the American public on its findings.

At a minimum, information security governance in a federal department or
agency must meet the requirements as they are detailed in applicable legislation,
regulations, and directives. Furthermore, agencies can benefit from identifying
overall good governance practices for establishing strong management and
oversight. Agencies should tailor their information security governance practices to
their organization’s own missions, operations, and needs.

The following are a few key legislative acts that define overall federal agency
governance requirements:

e The Government Performance and Results Act (GPRA) of 1993 establishes the
foundation for budget decision making to achieve strategic goals in order to
meet agency mission objectives.

e The Paperwork Reduction Act (PRA) of 1995 requires agencies to perform their
information resource management activities in an efficient, effective, and
economical manner.

e The Federal Financial Management Improvement Act (FFMIA) of 1996 requires
accountability of financial and program managers for financial results of actions
taken, control over the federal government's financial resources, and protection
of federal assets.

¢ The Federal Managers Financial Integrity Act (FMFIA) of 1982 requires ongoing
evaluations and reports from each executive on the adequacy of administrative
control for internal accounting systems.

e The Clinger-Cohen Act of 1996 requires agencies to use a disciplined capital
planning and investment control (CPIC) process to acquire, use, maintain, and
dispose of IT resources, and establishes a role of chief information officer (CI1O)
within each federal agency.

e The E-Government Act of 2002 (Public Law 107-347) promotes better use of
the Internet and other IT resources to improve government services for citizens
and internal government operations, and provide opportunities for citizen
participation in government. The Act also requires agencies to:

— Comply with FISMA, included as Title 11l of the E-Government Act;

— Support governmentwide e-government initiatives;

— Leverage cross-agency opportunities to further e-government through the
Federal Enterprise Architecture (FEA) initiative; and

1 GAO, GAO-04-534SP, 'GAO Strategic Plan 2004-2009,' March 2004.
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— Conduct and submit to OMB privacy impact assessments for all new IT
investments administering information in identifiable form collected from or
about members of the public.

Supporting these acts, three legislative documents emerge as the foundational
sources for specific information security governance requirements:

e The Federal Information Security Management (FISMA) Act is the primary
legislation governing federal information security programs, building upon
earlier legislation through added emphasis on the management dimension of
information security.

— FISMA delegates to the National Institute of Standards and Technology
(NIST) the responsibility to develop detailed information security standards
and guidance for federal information systems, with the exception of national
security systems.

— FISMA designates to OMB the oversight of federal agencies’ information
security implementation.

— FISMA provides a comprehensive framework for securing federal government
IT resources, including defining key federal government and agency roles
and responsibilities, requiring agencies to integrate information security into
their capital planning and enterprise architecture processes, requiring
agencies to conduct annual information security reviews of all programs and
systems, and reporting the results of those reviews to OMB.?

e OMB Circular A-130, Management of Federal Information Resources, Appendix
111, Security of Federal Automated Information Resources, establishes a
minimum set of controls to be included in federal automated information
security programs, assigns federal agency responsibilities for the security of
automated information, and links agency automated information security
programs and agency management control systems.?

e Homeland Security Presidential Directive 12 (HSPD-12), released in August
2004, specifies a "policy for a common identification standard for all Federal
employees and contractors."* HSPD-12 intends to increase identification
security and interoperability by standardizing the process to issue a Federal
employee or contractor an identification credential, and also by specifying the
electronic and physical properties of the credential itself. The HSPD-12
credential is known as the Personal Identity Verification card.

Figure 2-1 illustrates key roles of legislative, regulatory, and oversight bodies in
establishing governance and information security governance requirements for the
federal enterprise.

2 FISMA, H.R. 245848, ‘Federal Information Security Management Act,’ 2002.

3 OMB, ‘Office of Management and Budget Circular A-130, Appendix 111,” 1996.

4 OMB, M-05-24, ‘Implementation of Homeland Security Presidential Directive (HSPD) 12 — Policy for a
Common ldentification Standard for Federal Employees and Contractors.’
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The need to identify and implement appropriate federal government and agency-
specific information security governance practices can be daunting. Agencies should
identify applicable requirements based on relevant legislation, regulations, federal
directives, and agency-level directives. Agencies should also ensure that information
security governance structures are implemented in a manner that best supports their
unique missions and operations.

2.2 Information Security Governance Components

Agencies should integrate their information security governance activities with
the overall agency structure and activities by ensuring appropriate participation of
agency officials in overseeing implementation of information security controls
throughout the agency. The key activities that facilitate such integration are
strategic planning, organizational design and development, establishment of roles
and responsibilities, integration with the enterprise architecture, and documentation
of security objectives in policies and guidance. Figure 2-2 illustrates the relative
relationship of these various components.
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Figure 2-2. Information Security Governance Components

2.2.1 Information Security Strategic Planning

“Strategic plans, annual performance plans, and annual program performance
reports are the main elements of GPRA. Together these elements create a
recurring cycle of reporting, planning, and execution.””

GPRA requires federal agencies to develop and submit to OMB and Congress a
“strategic plan for program activities” and “prepare an annual performance plan
covering each program activity set forth in the budget of such agency.“® Agencies
are required to refresh their strategic plans within three years of submitting their
previous strategic plans, while submitting performance plans is required annually.

Agencies should integrate information security into the agency strategic planning
processes by establishing and documenting information security strategies that
directly support agency strategic and performance planning activities. The
organization’s information security strategy should establish a comprehensive
framework to enable the development, institutionalization, assessment, and
improvement of the agency’s information security program. The information security
strategy should support the overall agency strategic and performance plans and IT
strategic plan (if applicable) with its content clearly traceable to these higher-level
sources. Each agency should define the following for its information security
program:

® OMB, ‘Office of Management and Budget Circular A-130 Appendix 111,” 1996.
® OMB, Section 306, ‘Government Performance and Results Act’ (GPRA), 1993.
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e Clear and comprehensive mission, vision, goals, and objectives and how they
relate to agency mission;

¢ High-level plan for achieving information security goals and objectives,
including short- and mid-term objectives and performance targets, specific for
each goal and objective, to be used throughout the life of this plan to manage
progress toward successfully fulfilling the identified objectives; and

¢ Performance measures to continuously monitor accomplishment of identified
goals and objectives and their progress toward stated targets.

Agencies should document their information security strategy in an information
security strategic plan or another document, if appropriate. Regardless of how the
information security strategy is documented, its contents should be aligned with the
overall agency strategic planning activities. The document should be revisited when a
major change in the agency information security environment occurs, including:

e Change in applicable legislation, regulations, or directives;

e Change in agency mission priorities; and

¢ Emerging information security issues, such as changes in threat and
vulnerability environment or the introduction of new technologies.

2.2.2 Information Security Governance Structures

Information security governance structures can be characterized in a number of
ways. There are two basic models of information security governance structures:
centralized and decentralized. While agency heads are ultimately responsible for
managing and governing their respective agency, the authority and responsibility
over information security differs in the two types of structures. Key characteristics of
the two structures are:

e Centralized. Departmental CIO or, in some instances, the SAISO has line-item
budget control over all information security activities throughout the
department. All information security practitioners within the department report
to the departmental SAISO, who is responsible for ensuring implementation
and monitoring of information security controls throughout the entire
department.

e Decentralized. Departmental SAISOs have policy development and oversight
responsibilities. Departmental SAISOs have budget responsibilities over the
departmental information security program, but not over the operating units’
information security programs. Operating unit SAISOs report to the unit head,
not to the departmental SAISO. Operating unit SAISOs are responsible for
implementing and monitoring information security practices within their
respective operating units.

Completely centralized or decentralized information security governance
implementations are quite rare. In reality, the variety of implemented information
security governance structures spans the continuum from a centralized structure at
one end to a decentralized structure at the other. Agencies usually adopt hybrid
structures that include some characteristics of both centralized and decentralized
types of structures, and they adopt the particular mix of these characteristics to fit
their agency mission, size, homogeneity of their components, and existing
governance structure.
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Agencies in the process of establishing or changing their information security
governance structure should consider the following key factors to determine the
optimal extent of the centralization or decentralization:

e Agency size;

e Agency mission and its level of diversification or homogeneity;

e Existing agency IT infrastructure;

e Existing federal and internal governance requirements;

e Size of agency budget;

¢ Agency information security capabilities;

e Number of, and distance between, physical locations; and

¢ Decision-making practices and desired rate of change in information security
practices.

To the degree that these factors are limited or varied, an organization’s hybrid
information security governance structure will fall somewhere between the extremes
of a completely centralized or decentralized structure, as depicted in Figure 2-3. An
organization’s placement on this continuum may also shift over time in response to
changing internal factors or external requirements.

Since information security governance structure is highly dependent on the
overall organizational structure, organizations are often limited in their choices about
how to organize their information security governance activities. Agencies should be
cognizant of the characteristics and challenges that a centralized or decentralized
structure presents and work within their respective organizations to ensure the best
use of information security resources within the boundaries of their own structure.

2.2.3 Key Governance Roles and Responsibilities’

There are several governance stakeholders common to most organizations that
span the organization. These stakeholders include senior leadership, a CIO,
information security personnel, and a chief financial officer (CFO), among others. The
specific requirements of each role may differ with the degree of information security
governance centralization or in response to the specific missions and needs of an
organization.
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Figure 2-3. Information Security Governance Structures

" See Chapter 5, Capital Planning; Chapter 8, Security Planning; Chapter 11, Certification, Accreditation,
and Security Assessments; and Chapter 14, Configuration Management; of this guide for additional
guidance on system-specific security roles and responsibilities.
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2.2.3.1 Agency Head

The Clinger-Cohen Act assigns the responsibility for ensuring “that the
information security policies, procedures, and practices of the executive agency are
adequate.”® FISMA provides the following details on agency head responsibilities for
information security:

Providing information security protections commensurate with the risk and
magnitude of the harm resulting from unauthorized access, use, disclosure,
disruption, modification, or destruction of information collected or maintained
by or on behalf of an agency, and on information systems used or operated by
an agency or by a contractor of an agency or other organization on behalf of an
agency;

Ensuring that an information security program is developed, documented, and
implemented to provide security for all systems, networks, and data that
support the operations of the organization;

Ensuring that information security processes are integrated with strategic and
operational planning processes to secure the organization’s mission;

Ensuring that senior agency officials within the organization are given the
necessary authority to secure the operations and assets under their control;

Designating a ClIO and delegating authority to that individual to ensure
compliance with applicable information security requirements;

Ensuring that the agency has trained personnel to support compliance with
information security policies, processes, standards, and guidelines; and

Ensuring that the CIO, in coordination with the other senior agency officials,
reports annually to the agency head on the effectiveness of the agency
information security program, including the progress of remedial actions.

2.2.3.2 Chief Information Officer

FISMA assigns the agency CIO the following responsibilities:

Designating a senior agency information security officer (SAISO);
Developing and maintaining an agency-wide information security program;

Developing and maintaining information security policies, procedures, and
control techniques to address all applicable requirements;

Ensuring compliance with applicable information security requirements; and

Reporting annually, in coordination with the other senior agency officials, to the
agency head on the effectiveness of the agency information security program,
including progress of remedial actions.

2.2.3.3 Senior Agency Information Security Officer®

FISMA assigns SAISO the following responsibilities:

Performing information security duties as the primary duty;

8 Clinger-Cohen Act, 1996.
®The SAISO in some agencies is sometimes referred to as the computer information security officer
(CISO) or the chief security officer (CSO).
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Heading an office with the mission and resources to assist in ensuring agency
compliance with information security requirements;

Periodically assessing risk and magnitude of the harm resulting from
unauthorized access, use, disclosure, disruption, modification, or destruction of
information and information systems that support the operations and assets of
the agency;

Developing and maintaining risk-based, cost-effective information security
policies, procedures, and control techniques to address all applicable
requirements throughout the life cycle of each agency information system to
ensure compliance with applicable requirements;

Facilitating development of subordinate plans for providing adequate
information security for networks, facilities, and systems or groups of
information systems;

Ensuring that agency personnel, including contractors, receive appropriate
information security awareness training;

Training and overseeing personnel with significant responsibilities for
information security with respect to such responsibilities;

Periodically testing and evaluating the effectiveness of information security
policies, procedures, and practices;

Establishing and maintaining a process for planning, implementing, evaluating,
and documenting remedial action to address any deficiencies in the information
security policies, procedures, and practices of the agency;

Developing and implementing procedures for detecting, reporting, and
responding to security incidents;

Ensuring preparation and maintenance of plans and procedures to provide
continuity of operations for information systems that support the operations
and assets of the agency; and

Supporting the agency CIO in annual reporting to the agency head on the
effectiveness of the agency information security program, including progress of
remedial actions.

2.2.3.4 Chief Enterprise Architect

The chief enterprise architect or comparable position in an organization is
responsible for:

Leading agency enterprise architecture development and implementation
efforts;

Collaborating with lines of business within the agency to ensure proper
integration of lines of business into enterprise architecture;

Participating in agency strategic planning and performance planning activities to
ensure proper integration of enterprise architecture;

Facilitating integration of information security into all layers of enterprise
architecture to ensure agency implementation of secure solutions; and

Working closely with the program managers, the senior agency information
security officer (SAISO), and the business owners to ensure that all technical
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architecture requirements are adequately addressed by applying FEA and the
Security and Privacy Profile (SPP).

2.2.3.5 Related Roles

Many other individuals within an organization have a stake in information
security, from top senior management down to individual users. A few of the
primary senior management roles and their coinciding responsibilities are listed
below. The scope of each role will depend on whether or not these roles should be
redundant in the decentralized governance structure. These individuals should work
collaboratively to ensure that information security exists within their organizational
responsibility.

Inspector General (1G). The IG is a statutory office within an organization that,
in addition to other responsibilities, works to assess an organization’s information
security practices and identifies vulnerabilities and the possible need to modify
security measures. The IG completes this task by:

¢ Detecting fraud or instances of waste, abuse, or misuse of an organization’s
funds;

¢ lIdentifying operational deficiencies within the organization;

e Ensuring that the underlying problems that permit such failings are rectified;
and

e Offering recommendations for preventing problems in the future.

Chief Financial Officer. The CFO is the senior financial advisor to the
investment review board (IRB) and the agency head. Information security
investments fall within the purview of the CFO and are included in the CFO’s reports.
In this capacity, the CFO is responsible for:

Reviewing cost goals of each major information security investment;

Reporting financial management information to OMB as part of the President’s
budget;

Complying with legislative and OMB-defined responsibilities as they relate to IT
capital investments;

Reviewing systems that impact financial management activities; and
Forwarding investment assessments to the IRB.

Chief Privacy Officer or other designated official with privacy
responsibilities. The chief privacy officer is responsible for privacy compliance
across an organization, including privacy compliance measures that apply to
information security assets and activities. The chief privacy officer works to maintain
a balance between security and privacy requirements, and works to ensure that one
is not compromised for the sake of the other. To this end, the chief privacy officer
serves as the senior official responsible for:

e Developing, promoting, and supporting the organization’s privacy programs;
e Encouraging awareness of potential privacy issues and policies; and
¢ Reviewing and implementing privacy regulations and legislation.

Physical Security Officer or other designated official with physical
security responsibilities. The physical security officer is responsible for the overall
implementation and management of physical security controls across an
organization, to include integration with applicable information security controls. As
information security programs are developed, senior agency officials should work to

11
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ensure this coordination of complementary controls. In consideration of information
security, the physical security officer serves as the senior official responsible for:

¢ Developing, promulgating, implementing, and monitoring the organization’s
physical security programs, to include appropriate controls for alternate work
sites;

e Ensuring organizational implementation and monitoring of access controls (i.e.,
authorization, access, visitor control, transmission medium, display medium,
logging)

¢ Coordinating organizational environmental controls (i.e., ongoing and
emergency power support and backups, fire protection, temperature and
humidity controls, water damage); and

e Overseeing and managing controls for delivery and removal of assets.

Personnel Security Officer or other designated official with personnel
security responsibilities. This responsibility is often resident within the Human
Resources or Human Capital organization. The personnel security officer is
responsible for the overall implementation and management of personnel security
controls across an organization, to include integration with specific information
security controls. As information security programs are developed, senior agency
officials should work to ensure this coordination of complementary controls. In
consideration of information security, the personnel security officer serves as the
senior official responsible for:

e Developing, promulgating, implementing, and monitoring the organization’s
personnel security programs;

e Developing and implementing position categorization (including third-party
controls), access agreements, and personnel screening, termination, and
transfers; and

e Ensuring consistent and appropriate sanctions for personnel violating
management, operation, or technical information security controls.

Acquisitions/Contracting. The Acquisitions/Contracting function is responsible for
managing contracts and overseeing their implementation. Personnel executing this
function have the following responsibilities in regards to information security:

¢ Collaborating with the agency’s SAISO or other appropriate official to ensure
that the agency’s contracting policies adequately address the agency’s
information security requirements;

e Coordinating with the SAISO or other appropriate official as required to ensure
that all agency contracts and procurements are compliant with the agency’s
information security policy;

¢ Ensuring that all personnel with responsibilities in the agency’s procurement
process are properly trained in information security; and

¢ In concert with the SAISO, facilitating the monitoring of contract performance
for compliance with the agency’s information security policy.

2.2.4 Federal Enterprise Architecture (FEA)

FEA is a business-based framework for governmentwide improvement. The
purpose of FEA is to facilitate cross-agency analyses and identify duplicative
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investments, gaps, and opportunities for collaboration within and across federal
agencies.”’ FEA facilitates identification of duplicative or wasteful investments, areas
where investments should be made, and where departments and agencies can
collaborate to improve government operations or services.

The FEA consists of five reference models:

e The Performance Reference Model (PRM) is a common framework for
performance measurement that can be applied throughout the FEA.

e The Business Reference Model (BRM) is a function-driven framework for
describing the business operations of the federal government independent of
the agencies.

e The Service Component Reference Model (SRM) is a business- and
performance-driven functional framework that classifies service components
with respect to how they support business and/or performance objectives.

e The Data and Information Reference Model (DRM) describes, at an aggregate
level, the data and information that support program and business line
operations.

e The Technical Reference Model (TRM) is a component-driven technical
framework used to identify the standards, specifications, and technologies that
support and enable the delivery of service components and capabilities.

OMB requires agencies to integrate security into their enterprise architecture
development life cycle.™ In addition to complying with OMB requirements, the
integration of information security into the agency enterprise architecture efforts
benefits both the agencies and the federal government:

e Reduction of the reporting burden. The FEA requires agencies to collect and
analyze significant amounts of data. The security efforts already under way
can provide information relevant to the data, technology, and performance
metrics in place throughout a department, such as the information contained in
FISMA quarterly and annual reports, accreditation letters, and plan of actions
and milestones (POA&M).

e Integration of security data. Organizations should use existing information
security data sources to identify data for their FEA submissions, thus allowing
for a continuous and reliable transmission and roll-up of security requirements
and controls from initial security certification and accreditation documentation
and POA&Ms into the FEA.

e Preservation of security requirements. Documenting and preserving
information about applicable security requirements ensures that it can be used
as a part of any higher-level federal management or decision-making process.
If, for example, the federal government were to try and implement a large-
scale reorganization (such as creating a new department or agency), a
security-aware FEA would be able to clearly outline not only the intersections of
common business lines but also the corresponding security requirements. In
another example, if a department were to mandate using a specific type of
technological tool, the FEA would be able to highlight the security and privacy
requirements for the technology as well as the requirements for the data that

¥ OMB, ‘Federal Enterprise Architecture’ (FEA), 2002.
" OMB, ‘Office of Management and Budget Circular A-130, Appendix 111,” 1996.
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the tool would handle. Since the federal government has numerous IT-related
efforts under way, including critical infrastructure protection (CIP) and COOP
processes that seek to preserve national resources as well as the ability of
departments and agencies to operate in adverse or emergency conditions, a
security-enabled FEA will provide support to those other efforts while
simultaneously ensuring that information is appropriately protected within
these efforts.

2.2.5 Information Security Policy and Guidance

Information security policy is an aggregate of directives, rules, and practices that
prescribes how an organization manages, protects, and distributes information.*

Information security policy is an essential component of information security
governance—without the policy, governance has no substance and rules to enforce.
Information security policy should be based on a combination of appropriate
legislation, such as FISMA; applicable standards, such as NIST Federal Information
Processing Standards (FIPS) and guidance; and internal agency requirements.

Agency information security policy should address the fundamentals of agency
information security governance structure, including:

¢ Information security roles and responsibilities;

e Statement of security controls baseline and rules for exceeding the baseline;
and

¢ Rules of behavior that agency users are expected to follow and minimum
repercussions for noncompliance.

Supporting guidance and procedures on how to effectively implement specific
controls across the enterprise should be developed to augment an agency’s security
policy. This subsequent guidance on information security, created by the agency, in
consideration of external guidance (e.g. NIST Special Publications and OMB
memoranda), should be consistent with the information security policy and may not
supersede it, unless the policy itself is being modified. Agencies should ensure that
their information security policy is sufficiently current to accommodate the
information security environment and agency mission and operational requirements.
To ensure that information security does not become obsolete, agencies should
implement a policy review and revision cycle. As a part of the periodic review and
the initial development of the information security policies, agencies should work to
ensure that all internal security policies (i.e., physical and personnel) are sufficiently
coordinated to ensure effective implementation of crosscutting and convergent
security objectives, such as access control initiatives.

2.2.6 Ongoing Monitoring

An effective information security governance program requires constant review.
Agencies should monitor the status of their programs to ensure that:

e Ongoing information security activities are providing appropriate support to the
agency mission;

¢ Policies and procedures are current and aligned with evolving technologies, if
appropriate; and

e Controls are accomplishing their intended purpose.

2 NIST SP 800-53, Revision 1, ‘Recommended Security Controls for Federal Information Systems,’ 2006.
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Over time, policies and procedures may become inadequate because of changes
in agency mission and operational requirements, threats, environment, deterioration
in the degree of compliance, changes in technology or infrastructure, or business
processes. Periodic assessments and reports on activities can be a valuable means of
identifying areas of nhoncompliance, reminding users of their responsibilities and
demonstrating management's commitment to the security program. While an
organization’s mission does not frequently change, the agency may expand its
mission to secure agency programs and assets and, by extension, require

modification to its information security requirements and practices.

It is important

that a change in an organization’s internal requirements is checked against external
federal requirements as, for example, a change to an information system’s security
posture may alter its subsequent reporting requirements.

To facilitate ongoing monitoring, the SAISO and other officials can compare and
correlate a variety of real-time and static information available from a number of
ongoing activities within and outside of their programs. FISMA requires agencies to
perform an annual assessment of their information security programs and report
information security performance measures quarterly and annually. The intent of
these reporting requirements is to facilitate close to real-time assessment and
monitoring of information security program activities. Ongoing monitoring combines
the use of existing data to oversee a security program, and typically occurs
throughout all phases of the program life cycle. Agencies can use a variety of data
originating from the ongoing information security program activities to monitor
performance of programs under their purview, including POA&Ms, performance
measurements and metrics, continuous assessment, configuration management and
control, network monitoring, and incident statistics.

Table 2-1 provides a broad overview of key ongoing activities that can assist in
monitoring and improving an agency’s information governance activities.

Activities

Table 2-1. Ongoing Monitoring Activities

Description of Activities

Supporting Processes and Information

Plans of
Action and
Milestones
(POA&M)*

POA&Ms assist in identifying,
assessing, prioritizing, and monitoring
the progress of corrective efforts for
security weaknesses found in
programs and systems. The POA&M
tracks the measures implemented to
correct deficiencies and to reduce or
eliminate known vulnerabilities.
POA&Ms can also assist in identifying
performance gaps, evaluating an
agency'’s security performance and
efficiency, and conducting oversight.

= Agency maintains separate program and system POA&MSs.

= Weaknesses are listed according to OMB criteria, identified

in annual OMB FISMA guidance.

System POA&Ms are tied to capital planning documents.

Number of ongoing POA&M actions is either constant or is

increasing, while the number of completed POA&M actions

is increasing and the number of delayed POA&M actions is

decreasing.

= Weaknesses do not reappear on the POA&M after being

rectified and marked complete.

Managers use POA&Ms for their respective systems and

programs as management tools for weakness mitigation.

= POA&M is updated as weaknesses are closed and
discovered, and therefore reflects the latest weakness
mitigation status for the agency.

= POA&M can be easily provided to appropriate parties
(OMB, IG, GAO) on demand at any point in time.

= A POA&M summary synopsizing agency POA&M progress
is required to be submitted to OMB quarterly.

¥ See NIST SP 800-37, Guide for the Security Certification and Accreditation of Federal Information
Systems, and Chapter 11, Certification, Accreditation and Security Assessments, of this guide for
additional guidance on the POA&M process.
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Supporting Processes and Information

Measurement
and Metrics*

Metrics are tools designed to improve
performance and accountability
through the collection, analysis, and
reporting of relevant performance-
related data. Information security
metrics monitor the accomplishment of
goals and objectives by quantifying
the implementation level of security
controls and the efficiency and
effectiveness of the controls, by
analyzing the adequacy of security
activities, and by identifying possible
improvement actions.

Metrics/performance measures are aligned to the agency
strategy and information security strategy, and therefore
are aligned to mission requirements.

Agency uses metrics/performance measures to quantify
and assess its information security performance and to
identify and target corrective actions.

Agency decision makers use metrics/performance
measures as an input into decision making regarding
prioritization of activities and resource and funding
allocations.

Agency uses metrics/performance measures that can be
obtained without spending extraordinary resources.
Metrics/performance measures provide numerical and
empirical data rather than opinions.

Metrics/performance measures are regularly verified by
third-party reviewers for accuracy and validity.
Metrics/performance measures provide meaningful data to
assess the impact of changes over time.

Agency collects data to calculate metrics/performance
measures at the most discrete, unanalyzed level possible.
Agency uses well-defined and specified
metrics/performance measures.

Continuous
Assessment®®

The continuous assessment process
monitors the initial security
accreditation of an information system
to track the changes to the information
system, analyzes the security impact
of those changes, makes appropriate
adjustments to the security controls
and to the system’s security plan, and
reports the security status of the
system to appropriate agency officials.

Many agency information systems are certified and
accredited more frequently than every three years.
System security plans are updated frequently, as system
changes occur.

Results of continuous assessment process can be tracked
throughout system POA&Ms.

Appropriate agency officials are aware of the status of
systems under their purview.

System control assessments and security assessment and
evaluation occur at least annually.

Configuration
Management'®

Configuration management (CM) is an
essential component of monitoring the
status of security controls and
identifying potential security-related
problems in information systems. This
information can help security
managers understand and monitor the
evolving nature of vulnerabilities as
they appear in a system under their
responsibility, thus enabling managers
to direct appropriate changes as
required.

Agency deploys a Configuration Control Board (CCB) or a
similar body.

An information security representative participates in the
CCB.

Vendor patches are tested for impact to information
security and system settings.

Agencies observe a decrease in incidents caused by
known vulnerabilities for which patches have been
distributed to system administrators.

Known vulnerabilities are rarely discovered during various
assessments.

Staff who are responsible for CM receive appropriate
information security training and are aware of their security-
related responsibilities.

Agency drafts and publishes standardized configuration
policies, and tracks the number and frequency of
implementations of configurations throughout its
organization.

4 See NIST SP 800-55, Security Metrics Guide for Information Technology Systems and Chapter 7,
Performance Measures, of this guide for additional guidance on measurements and metrics.

* See NIST SP 800-30, Risk Management Guide for Information Technology Systems, Chapter 10, Risk
Management, and Chapter 11, Certification, Accreditation, and Security Assessments, of this guide, for

additional guidance on continuous assessment.

8 See Chapter 14, Configuration Management, of this guide for additional guidance on configuration

management.
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Supporting Processes and Information

Information about network -
performance and user behavior on the
network will help security program .
managers identify areas in need of
improvement as well as point out
potential performance improvements.
This information can be correlated
with other sources of information, such
as POA&M and CM, to create a
comprehensive picture of security
program status.

Network
Monitoring?’

Network monitoring information is summarized and
provided to information security program managers.
Network monitoring information is mined for trends and
correlated with other data sources, including incident
statistics, POA&M, CM, and other available sources.
Information security managers and system owners are able
to receive and use network monitoring information to
assess security posture of systems under their purview.

Incident statistics are valuable in
determining the effectiveness of
security policies and procedures
implementation. Incident statistics
provide security program managers
with further insights into the status of
security programs under their purview,
observe program activities
performance trends, and inform
program managers about the needs to
change policies and procedures.

Incident and
Event
Statistics®®

Agency collects incident statistics in such a manner that
they can be used for regular data mining and information
trending and for improving incident handling and response
processes.

Incident statistical information is summarized and provided
to information security program managers.

Incident statistics are mined for trends and correlated with
other data sources, including network monitoring, POA&M,
CM, training and awareness, and other available sources.
Information security managers and system owners are able
to receive and use incident statistics to assess security
posture of systems under their purview.

2.3 Information Security Governance Challenges and Keys to Success

There are many diverse, and sometimes conflicting, priorities an organization
must account for in meeting information security governance requirements. These
criteria present challenges an organization is likely to face in its efforts to establish

information security governance.

Some of the most common challenges include:

e Balancing extensive requirements originating from multiple governing
bodies. Several different governing and oversight bodies establish governance
and information security requirements for the federal government. While these
requirements are seldom contradictory, they are not always complementary,
and organizations may be faced with the challenge of implementing different
compliance measures and monitoring these measures for reporting purposes.

e Balancing legislation and agency-specific policy. Agencies may have more
stringent requirements that go beyond those required by information security

legislation, regulation, and directives.

e Maintaining currency. Governance standards and guidance evolve to support
different requirements, and new legislation is frequently introduced.

¢ Prioritizing available funding according to requirements. Increased
competition for limited federal budgets and resources requires that agencies
allocate available funding toward their highest-priority information security

investments.

Information security governance provides a framework for establishing and
maintaining an information security program that will evolve with the organization it

7 See NIST 800-42, Guidelines on Network Security Testing, for additional guidance on network

monitoring.

8 See NIST SP 800-61, Computer Security Incident Handling Guide, and Chapter 13, Incident Response,
of this guide for additional guidance on incident and event statistics.
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supports. The following list is a summary of good information security governance
practices that are critical for ensuring the security of enterprise information assets:

¢ Information security activities should be governed based on relevant
requirements, including laws, regulations, and organizational policies.

e Senior managers should be actively involved in establishing information
security governance framework and the act of governing the agency’s
implementation of information security.

¢ Information security responsibilities must be assigned and carried out by
appropriately trained individuals.

¢ Individuals responsible for information security within the agency should be
held accountable for their actions or lack of actions.

¢ Information security priorities should be communicated to stakeholders of all
levels within an organization to ensure a successful implementation of an
information security program.

¢ Information security activities must be integrated into other management
activities of the enterprise, including strategic planning, capital planning, and
enterprise architecture.

¢ Information security organization structure should be appropriate for the
organization it supports and should evolve with the organization, if the
organization undergoes change.

¢ Information security managers should continuously monitor the performance of
the security program/effort for which they are responsible, using available tools
and information.

¢ Information discovered through monitoring should be used as an input into
management decisions about priorities and funding allocation to effect the
improvement of security posture and the overall performance of the
organization.

Websites:
WWW.CSIc.nist.gov

WWW.Qgao.gov
www.whitehouse.gov/omb/

References:

Public Law 107-347 [H.R. 2458], The E-Government Act of 2002, Title 11l of this Act

is the Federal Information Security Management Act of 2002 (FISMA), December 17,
2002.

Office of Management and Budget Circular A-130, Management of Federal
Information Resources, November 2000.
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Chapter 3
3. System Development Life Cycle

The system development life cycle (SDLC) is the overall process of developing,
implementing, and retiring information systems through a multistep process from
initiation, analysis, design, implementation, and maintenance to disposal. There are
many different SDLC models and methodologies, but each generally consists of a
series of defined steps or phases.

Various SDLC methodologies have been developed to guide the processes
involved, and some methods work better than others for specific types of projects.
Regardless of the type of the life cycle used by an organization, information security
must be integrated into the SDLC to ensure appropriate protection for the
information that the system is intended to transmit, process, and store. Security is
most useful and cost-effective when such integration begins with a system
development or integration project initiation, and is continued throughout the SDLC
through system disposal. A number of federal laws and directives require integrating
security into the SDLC, including the Federal Information Security Management Act
(FISMA) and Office of Management and Budget (OMB) Circular A-130, Appendix I11.

This section provides a general overview of security integration into the SDLC and
is not intended to prescribe any particular model or methodology. Each phase of the
SDLC includes a minimum set of information security-related activities required to
effectively incorporate security into a system. An organization can either use a
generic SDLC as described in this section or develop a tailored SDLC that meets its
specific needs. National Institute of Standards and Technology (NIST) Special
Publication (SP) 800-64 Rev. 1, Security Considerations in the Information System
Development Life Cycle, presents a framework for incorporating security into all
phases of the SDLC, depicted in Figure 3-1, to ensure the selection, acquisition, and
use of appropriate and cost-effective security controls.”

3.1 Initiation Phase

All information technology (IT) projects have a starting point, what is commonly
referred to as the initiation phase. During the initiation phase, the organization
establishes the need for a particular system and documents its purpose. The
information to be processed, transmitted, or stored is typically evaluated, as well as
who is required access to such information and how (in high-level terms). In
addition, it is often determined whether the project will be an independent
information system or a component of an already-defined system. A preliminary risk
assessment is typically conducted in this phase, and security planning documents are
initiated (system security plan).

¥ See NIST Federal Information Processing Standard (FIPS) 199, Standards for Security Categorization of
Federal Information and Information Systems; NIST SP 800-60, Guide for Mapping Types of Information
and Information Systems to Security Categories; and NIST 800-37, (Guide for the Security Certification
and Accreditation of Federal Information Systems); for additional guidance on security and the SDLC
process.
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Figure 3-1. System Development Life Cycle

Once these tasks have been completed and a need has been recognized for a
new or enhanced IT product or service, several processes must take place before the
project is approved, to include clearly defining project goals and defining high-level
information security requirements. Typically, during this phase, the organization
defines high-level information security policy requirements as well as the enterprise
security system architecture.

3.2 Development/Acquisition Phase

During this phase, the system is designed, purchased, programmed, developed,
or otherwise constructed. This phase often consists of other defined cycles, such as
the system development cycle or the acquisition cycle.

During the first part of the development/acquisition phase, the organization
should simultaneously define the system’s security and functional requirements.
These requirements can be expressed as technical features (e.g., access control),
assurances (e.g., background checks for system developers), or operational practices
(e.g., awareness and training). During the last part of this phase, the organization
should perform developmental testing of the technical and security
features/functions to ensure that they perform as intended prior to launching the
implementation and integration phase.

3.3 Implementation Phase

In the implementation phase, the organization configures and enables system
security features, tests the functionality of these features, installs or implements the
system, and finally, obtains a formal authorization to operate the system. Design
reviews and system tests should be performed before placing the system into
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operation to ensure that it meets all required security specifications. In addition, if
new controls are added to the application or the support system, additional
acceptance tests of those new controls must be performed. This approach ensures
that new controls meet security specifications and do not conflict with or invalidate
existing controls. The results of the design reviews and system tests should be fully
documented, updated as new reviews or tests are performed, and maintained in the
official organization records.

3.4 Operations/Maintenance Phase

An effective security program demands comprehensive and continuous
understanding of program and system weaknesses. In the operation and
maintenance phase, systems and products are in place and operating, enhancements
and/or modifications to the system are developed and tested, and hardware and/or
software is added or replaced. During this phase, the organization should
continuously monitor performance of the system to ensure that it is consistent with
preestablished user and security requirements, and needed system modifications are
incorporated.

For configuration management (CM) and control, it is important to document the
proposed or actual changes in the security plan of the system. Information systems
are typically in a constant state of evolution with upgrades to hardware, software,
firmware, and possible modifications to the surrounding environment where the
system resides. Documenting information system changes and assessing the
potential impact of these changes on the security of a system is an essential part of
continuous monitoring, and key to avoiding a lapse in the system security
accreditation.?

Monitoring security controls helps to identify potential security-related problems
in the information system that are not identified during the security impact analysis,
which is conducted as part of the CM and control process.

3.5 Disposal Phase

The disposal phase of the system life cycle refers to the process of preserving (if
applicable) and discarding system information, hardware, and software. This step is
extremely important because during this phase, information, hardware, and software
are moved to another system, archived, discarded, or destroyed. If performed
improperly, the disposal phase can result in the unauthorized disclosure of sensitive
data. When archiving information, organizations should consider the need and
methods for future retrieval. While electronic information is relatively easy to store
and retrieve, problems can arise if the technology used to create the records is no
longer available in the future as a result of obsolescence or incompatibility with new
technologies. Additionally, the organization should consider what measures must be
taken for the future use of data that has been encrypted, such as taking appropriate
steps to ensure the secure long-term storage of cryptographic keys. It is equally
important to consider legal requirements for records retention when disposing of
information systems. For federal systems, system management officials should
consult with their office responsible for retaining and archiving federal records.

The removal of information from a storage medium, such as a hard disk or tape,
is called sanitization. There are four categories of media sanitization: disposal,

2 See Chapter 14, Configuration Management, of this guide for additional guidance on configuration
management.
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clearing, purging, and destroying.* Because different kinds of sanitization provide
different levels of information protection, organizations should use information
security requirements as a guide for selecting the sanitization method that best suits
their needs.

3.6 Security Activities within the SDLC

Security activities must be integrated into the SDLC to ensure proper
identification, design, integration, and maintenance of applicable security controls
throughout an information system'’s life cycle as summarized in Table 3-1.

Table 3-1. Security Activities in the SDLC

A. Initiation Phase

Needs Define a problem that might be solved through product acquisition. Traditional components
Determination of needs determination are establishing a basic system idea, defining preliminary
requirements, assessing feasibility, assessing technology, and identifying a form of approval
to further investigate the problem.

Establish and document need and purpose of the system.

Security = |dentify information that will be transmitted, processed, or stored by the system and define

Categorization applicable levels of information categorization according to NIST SP 800-60 and FIPS
199.%The handling and safeguarding of personally identifiable information should be
considered.

Preliminary Risk Establish an initial description of the basic security needs of the system. A preliminary risk
Assessment® assessment should define the threat environment in which the system or product will operate.

B. Development/Acquisition Phase

Requirements = Conduct a more in-depth study of the need that draws on and further develops the work
Analysis/ performed during the initiation phase.

Development Develop and incorporate security requirements into specifications.

Analyze functional requirements that may include system security environment (e.g.,
enterprise information security policy and enterprise security architecture) and security
functional requirements.

Analyze assurance requirements that address the acquisition and product integration
activities required and assurance evidence needed to produce the desired level of confidence
that the product will provide required information security features correctly and effectively.
The analysis, based on legal, regulatory, protection, and functional security requirements, will
be used as the basis for determining how much and what kinds of assurance are required.

24 Conduct formal risk assessment to identify system protection requirements. This analysis
builds on the initial risk assessment performed during the initiation phase, but will be more in-
depth and specific. Security categories derived from FIPS 199 are typically considered during
the risk assessment process to help guide the initial selection of security controls for an

information system.

Risk Assessmen

2
2,

s

See NIST SP 800-88, Guidelines for Media Sanitization, for additional guidance on media sanitization.
NIST SP 800-60, Guide for Mapping Types of Information and Information Systems to Security
Categories; FIPS 199, Standards for Security Categorization of Federal Information and Information
Systems.

See FIPS 199, and Chapter 10, Risk Management, and Chapter 11, Certification, Accreditation, and
Security Assessments, of this guide for additional guidance on preliminary risk assessments.

See NIST SP 800-30, Risk Management Guide for Information Technology Systems; Chapter 10, Risk
Management; and Chapter 11, Certification, Accreditation, and Security Assessments, of this guide for
additional guidance on risk assessments.
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System Development Life Cycle

Cost
Considerations and
Reporting®

Determine how much of the product acquisition and integration cost can be attributed to
information security over the life cycle of the system. These costs include hardware,
software, personnel, and training.

Security Planning®

Fully document agreed-upon security controls, planned or in place.

Develop the system security plan.

Develop documents supporting the agency’s information security program (e.g., CM plan,
contingency plan, incident response plan, security awareness and training plan, rules of
behavior, risk assessment, security test and evaluation results, system interconnection
agreements, security authorizations/accreditations, and plans of action and milestones
[POA&M]).

Develop awareness and training requirements, including user manuals and
operations/administrative manuals.

Security Control
Development?

Develop, design, and implement security controls described in the respective security plans.
For information systems currently in operation, the security plans for those systems that may
call for developing additional security controls to supplement the controls already in place or
for those that may call for modifying selected controls that are deemed to be less than
effective.

Developmental
Security Test and
Evaluation

Test security controls developed for a new information system or product for proper and
effective operation. Some types of security controls (primarily those controls of a
nontechnical nature) cannot be tested and evaluated until the information system is deployed;
these controls are typically management and operational controls.

Develop test plan/script/scenarios.

Other Planning
Components

Ensure that all necessary components of the product acquisition and integration process are
considered when incorporating security into the life cycle. These components include
selection of the appropriate contract type, participation by all necessary functional groups
within an organization, participation by the certifier and accreditor, and development and
execution of necessary contracting plans and processes.

C. Implementation Phase

Security Test and
Evaluation

Develop test data.

Test unit, subsystem, and entire system.

Ensure system undergoes technical evaluation (e.g., according to federal laws [Sec. 508],
regulations, policies, guidelines, and standards).

Inspection and
Acceptance

Verify and validate that the functionality described in the specification is included in the
deliverables.

System Integration/

Integrate the system at the operational site where it is to be deployed for operation. Enable

Installation security control settings and switches in accordance with vendor instructions and proper
security implementation guidance.
Security = Ensure that the controls are effectively implemented through established verification

Certification®

techniques and procedures and give organization officials confidence that the appropriate
safeguards and countermeasures are in place to protect the organization’s information.
Security certification also uncovers and describes the known vulnerabilities in the information
system. Existing security certification may need to be updated to include acquired products.
NIST SP 800-37 states that security certification determines the extent to which the security
controls in the information system are implemented correctly, operating as intended, and
producing the desired outcome with respect to meeting security requirements for the system.

% gee NIST SP 800-65, Integrating Security into the Capital Planning Process and Investment and Control
Process, and Chapter 5, Capital Planning, of this guide for additional guidance on cost considerations

and reporting.
26

See NIST SP 800-18, Guide for Developing Security Plans for Federal Information Systems Revision 1,

NIST SP 800-65, Integrating Security into the Capital Planning Process and Investment and Control
Process, and Chapter 5, Capital Planning, of this guide for additional guidance on cost considerations
and reporting, and Chapter 8, Security Planning, of this guide for additional guidance on security

planning.
2

N

See NIST FIPS 200, Minimum Security Requirements for Federal Information and Information Systems,

and NIST SP 800-53, Recommended Security Controls for Federal Information Systems, for additional
guidance on security control development.
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Security
Accreditation?

Provide the necessary security authorization of an information system to process, store, or
transmit information that is required. This authorization is granted by a senior organization
official and is based on the verified effectiveness of security controls to some agreed-upon
level of assurance and on an identified residual risk to agency assets or operations. This
process determines whether the remaining known vulnerabilities in the information system
pose an acceptable level of risk to agency operations, agency assets, or individuals. Upon
successful completion of this phase, system owners will either have authority to operate,
interim authorization to operate, or denial of authorization to operate the information system.

D. Operations/Maintenance Phase

Configuration
Management and
Control®

Ensure adequate consideration of the potential security impacts due to specific changes to an
information system or its surrounding environment. CM and configuration control procedures
are critical to establishing an initial baseline of hardware, software, and firmware components
for the information system and for subsequently controlling and maintaining an accurate
inventory of any changes to the system.
Develop CM plan

— Establish baselines

— ldentify configuration

— Describe configuration control process

— ldentify schedule for configuration audits

Continuous
Monitoring

Monitor security controls to ensure that controls continue to be effective in their application
through periodic testing and evaluation. Security control monitoring (i.e., verifying the
continued effectiveness of those controls over time) and reporting the security status of the
information system to appropriate agency officials is an essential activity of a comprehensive
information security program. Monitor to ensure system security controls are functioning as
required.
Perform self-administered or independent security audits or other assessments periodically.
Types: using automated tools, internal control audits, security checklists, and penetration
testing.
Monitor system and/or users. Methods: review system logs and reports, use automated
tools, review change management, monitor external sources (trade literature, publications,
electronic news, etc.), and perform periodic reaccreditation.

- POA&Ms

— Measurement and metrics

— Network monitoring

E. Disposal Phase:

Information
Preservation

Retain information, as necessary, to conform to current legal requirements and to
accommodate future technology changes that may render the retrieval method obsolete.
Consult with agency office on retaining and archiving federal records.

Ensure long-term storage of cryptographic keys for encrypted data.

Determine archive, discard or destroy information.

Media Sanitization

Determine sanitization level (overwrite, degauss, or destroy).
Delete, erase, and overwrite data as necessary.

Hardware and
Software Disposal

Dispose of hardware and software as directed by governing agency policy.

Website:

WWW.CSrc.nist.gov

% see NIST SP 800-37, Guide for the Security Certification and Accreditation of Federal Information
Systems, and Chapter 11, Certification, Accreditation, and Security Assessments of this guide for
additional guidance on security certification.

# see NIST SP 800-37, Guide for the Security Certification and Accreditation of Federal Information
Systems, and Chapter 11, Certification, Accreditation, and Security Assessments of this guide for
additional guidance on security accreditation.

% See Chapter 14, Configuration Management, of this guide for additional guidance on configuration
management and control.

24



http://www.csrc.nist.gov/

CHAPTER 3 System Development Life Cycle

References:

Public Law 107-347 [H.R. 2458], The E-Government Act of 2002, Title 111 of this Act
is the Federal Information Security Management Act of 2002 (FISMA), December 17,
2002.

Office of Management and Budget Circular A-130, Management of Federal
Information Resources, November 2000.

Federal Information Processing Standard 199, Standards for Security Categorization
of Federal Information and Information Systems, February 2004.

Federal Information Processing Standard 200, Minimum Security Requirements for
Federal Information and Information Systems, March 2006.

National Institute of Standards and Technology Special Publication 800-18 Revision
1, Guide for Developing Security Plans for Federal Information Systems, February
2006.

National Institute of Standards and Technology Special Publication 800-30, Risk
Management Guide for Information Technology Systems, July 2002.

National Institute of Standards and Technology Special Publication 800-37, Guide for
the Security Certification and Accreditation of Federal Information System, May
2004.

National Institute of Standards and Technology Special Publication 800-53,
Recommended Security Controls for Federal Information Systems, February 2005.

National Institute of Standards and Technology Special Publication 800-60, Guide for
Mapping Types of Information and Information Systems to Security Categories, June
2004.

National Institute of Standards and Technology Special Publication 800-64, Security
Considerations in the Information System Development Life Cycle, Rev. 1, June
2004.

National Institute of Standards and Technology Special Publication 800-65,
Integrating Security into the Capital Planning and Investment Control Process,
January 2005.

National Institute of Standards and Technology Special Publication 800-88,
Guidelines for Media Sanitization, September 2006.

25



CHAPTER 4 Awareness and Training

Chapter 4
4. Awareness and Training

The security awareness and training program is a critical component of the
information security program. It is the vehicle for disseminating security information
that the workforce, including managers, need to do their jobs. In terms of the total
security solution, the importance of the workforce in achieving information security
goals and the importance of training as a countermeasure cannot be overstated.
Establishing and maintaining a robust and relevant information security awareness
and training program as part of the overall information security program is the
primary conduit for providing the workforce with the information and tools needed to
protect an agency’s vital information resources. These programs will ensure that
personnel at all levels of the organization understand their information security
responsibilities to properly use and protect the information and resources entrusted
to them. Agencies that continually train their workforce in organizational security
policy and role-based security responsibilities will have a higher rate of success in
protecting information.

As cited in audit reports, periodicals, and conference presentations, people are
arguably the weakest element in the security formula that is used to secure systems
and networks. The people factor, not technology, is a critical factor that is often
overlooked in the security equation. It is for this reason that the Federal Information
Security Management Act (FISMA) and the Office of Personnel Management (OPM)
have mandated that more and better attention must be devoted to awareness
activities and role-based training, as they are the only security controls that can
minimize the inherent risk that results from the people who use, manage, operate,
and maintain information systems and networks.*! Robust and enterprise-wide
awareness and training programs are needed to address this growing concern.

National Institute of Standards and Technology (NIST) Special Publication (SP)
800-50, Building an Information Technology Security Awareness and Training
Program, provides guidelines that can help federal departments and agencies meet
their information security awareness and training responsibilities defined in FISMA
and in Office of Management and Budget (OMB) policy. The publication identifies
models for building and maintaining a comprehensive awareness and training
program as part of an organization’s information security program.

NIST SP 800-50 is a companion publication to NIST SP 800-16, Information
Technology Security Training Requirements: A Role- and Performance-Based Model.
NIST SP 800-50 works at a higher strategic level and discusses how to build and
maintain an information security awareness and training program; NIST SP 800-16
addresses a more tactical level and discusses the awareness-training-education
continuum, role-based training, and course content considerations. The learning
continuum is shown in Figure 4-1.

3 Office of Personnel Management (OPM), 5 Code of Federal Regulations (CFR), Subpart C, Section 930,
301.
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Education

Training

Awareness

*B = Beginning
* = Intermediate
*A = Advanced

Figure 4-1. The IT Security Learning Continuum

4.1 Awareness and Training Policy

All users have information security responsibilities. FISMA mandates that all
users complete “awareness training,” though NIST publications call this “awareness.”
FISMA also tasks agencies with identifying and training those individuals who have
significant responsibilities for information security, a requirement formalized by
OPM’s information security awareness and training policy promulgated in June 2004.
OPM'’s policy strengthens the FISMA requirement for user exposure to “awareness
training” by adding “at least annually,” and requires agencies to provide “role-
specific training” in accordance with NIST guidance. Although there is no federal
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mandate for formal education (provided by colleges or universities) and certification
of information security professionals, they are mentioned in this section since some
agencies include them as part of a comprehensive training solution for federal
employees.

4.2 Components: Awareness, Training, Education, and Certification

An agency’s information security program policy should contain a clear and
distinct section devoted to agency-wide requirements for the awareness and training
program. Although security awareness and training is generally referred to as “a”
program, many organizations consider awareness and training to be two distinct
functions, each with separate purposes, goals, and approaches. Proper
implementation of these components (with consideration of options like education
and professional certification) promotes professional development, which leads to a
high-performance workforce.

Requirements for the security awareness and training program should be
documented in the enterprise-level policy and should include:

¢ Definition of security roles and responsibilities;

e Development of program strategy and a program plan;

¢ Implementation of the program plan; and

e Maintenance of the security awareness and training program.*

4.2.1 Awareness

Security awareness is a blended solution of activities that promote security,
establish accountability, and inform the workforce of security news. Awareness
seeks to focus an individual’s attention on an issue or a set of issues. Awareness is a
program that continually pushes the security message to users in a variety of
formats.

An awareness program includes a variety of tools, communication, outreach, and
metrics development.

e Tools. Awareness tools are used to promote information security and inform
users of threats and vulnerabilities that impact their agency and “personal”
work environment by explaining the “what” but not the “how” of security, and
communicating what is and what is not allowed. Awareness not only
communicates information security policies and procedures that need to be
followed, but also provides the foundation for any sanctions and disciplinary
actions imposed for noncompliance. Awareness is used to explain the rules of
behavior for using an agency’s information systems and information and
establishes a level of expectation on the acceptable use of the information and
information systems. Types of tools include:

— Events, such as a security awareness day;

— Promotional materials;

— Briefings (program- or system-specific- or issue-specific); and
— Rules of behavior.

¢ Communication. A large part of an awareness effort is communication with
users, managers, executives, system owners, and others. A communications

32 NIST SP 800-50, Building an Information Technology Security Awareness and Training Program, October
2003.
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plan is needed to identify stakeholders, types of information that is to be
disseminated, channels for disseminating information, and the frequency of
information exchanges. The plan also identifies whether the communications
are one-way or two-way. Activities that support communication include:

— Assessment (as is/to be models);
— Strategic plan; and
— Program implementation.

e Outreach. Outreach is critical for leveraging best practices within the federal
sector. It has two elements for intra- and interagency awareness. The intra-
agency element promotes internal awareness of information security. A Web
portal that provides a one-stop-shop for security information can be an
effective outreach tool. Policy, frequently asked questions (FAQSs), security e-
newsletters, links to resources, and other useful information are easily
accessible to all employees. This tool promotes a consistent and standard
message. The interagency element promotes sharing among agencies and is
used to leverage awareness and training resources.

4.2.2 Training

Information security training strives to produce relevant and needed security
knowledge and skills within the workforce. Training supports competency
development and helps personnel understand and learn how to perform their security
role. The most important difference between training and awareness is that training
seeks to teach skills that allow a person to perform a specific function, while
awareness seeks to focus an individual’s attention on an issue or a set of issues.

Role-based training provides security courses that are tailored to the specific
needs of each group of people who have been identified as having significant
responsibilities for information security in their organization. NIST SP 800-16
provides guidance for establishing role- and performance-based security training
programs.

4.2.3 Education

Education integrates all of the security skills and competencies of the various
functional specialties into a common body of knowledge and adds a multidisciplinary
study of concepts, issues, and principles (technological and social). Information
security education strives to produce information security specialists and
professionals who are capable of vision and proactive response. Several colleges and
universities provide academic programs to support the information security needs of
the public and private sectors. Many of these schools partner with the federal sector
to accomplish research and development tasks to improve information security.

4.2.4 Certification

In response to the growing demand for information security personnel within
federal agencies, there has been a movement toward increased professional
standards for federal and contracted security personnel. This “professionalization”
integrates training, education, and experience with an assessment mechanism to
validate knowledge and skills, resulting in the “certification” of a predefined level of
competence. The relationship among these professional development elements is
illustrated in Figure 4-2.
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| Certifications

Professional Development

Experience

Training

Advanced Role-Based Programs of Study

Foundation

Awareness (not training)

Figure 4-2. Elements of Professional Development

It should be noted that there are distinct differences among certifications that are

offered by a variety of organizations. Primarily, one will encounter certificates of
completion, certifications awarded by an industry and/or vendors, and graduate-level
certificates awarded by academic institutions:

4.3

e Certificates of completion are provided to individuals solely as a testament

to completion of a particular course—these certificates do not make any claims
that the individual actually gained knowledge and/or skills.

Industry and/or vendor certification requires a combination of training,
education, and experience. These certifications validate knowledge and skills
through testing—they provide varying degrees of assurance that an individual
has a baseline level of knowledge, skills, and abilities (KSAs) with regard to a
predefined body of knowledge. The preparatory work for knowledge-based or
skill-based certifications normally includes training in a prescribed body of
knowledge or technical curriculum and is supplemented frequently by on-the-
job experience.

Graduate certificates in information security are awarded by an academic
institution to individuals who successfully complete all graduation requirements
for a particular program. These graduate certificates generally require 18 to 21
credit hours of academic study, have at least four required courses, allow for
one or two electives, and may require some form of research paper, project, or
case study.

Designing, Developing, and Implementing an Awareness and Training
Program

The development of an information security awareness and training program

involves three major steps:

1. Designing the program (including the development of the information security

awareness and training program plan);
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2. Developing the awareness and training material; and
3. Implementing the program.

Even a small amount of information security awareness and training can go a
long way toward improving the security posture of, and vigilance within, an
organization.

4.3.1 Designing an Awareness and Training Program

Awareness and training programs must be designed with the mission of the
agency in mind. The awareness and training program must support the business
needs of the organization and be relevant to the organization’s culture and
information technology architecture. The most successful programs are those that
users feel are relevant to the subject matter and issues presented.

Designing an information security awareness and training program answers the
question “What is our plan for developing and implementing awareness and training
opportunities that are compliant with existing directives?” In the design step of the
program, the agency’s awareness and training needs are identified, an effective
agency-wide awareness and training plan is developed, organizational buy-in is
sought and secured, and priorities are established.

4.3.2 Developing an Awareness and Training Program

Once the awareness and training program has been desighed, supporting
material can be developed. Material should be developed with the following in mind:

e “What behavior do we want to reinforce?” (awareness)
o “What skill or skills do we want the audience to learn and apply?” (training and
education).

In both cases, the focus should be on specific material that the participants
should integrate into their jobs. Attendees will pay attention and incorporate what
they see or hear in a session if they feel that the material was developed specifically
for them. Any presentation that feels so impersonal and general that it could be
given to any audience, will be filed away as just another of the annual “we’re here
because we have to be here” sessions. An awareness and training program can be
effective, however, if the material is interesting, current, and relevant.

The awareness audience must include all users in an organization. Users may
include employees, contractors, foreign or domestic guest researchers, other agency
personnel, visitors, guests, and other collaborators or associates requiring access.
The message to be spread through an awareness program, or campaign, should
make all individuals aware of their commonly shared information security
responsibilities.

On the other hand, the message in a training class is directed at a specific
audience. The message in training material should include everything related to
security that attendees need to know in order to perform their jobs. Training
material is usually far more in-depth than material used in an awareness session or
campaign.

4.3.3 Implementing an Awareness and Training Program

An information security awareness and training program should be implemented
only after a needs assessment has been conducted, a strategy has been developed,
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an awareness and training program plan for implementing that strategy has been
completed, and awareness and training material has been developed.

The program’s implementation must be fully explained to the organization to
achieve support for its implementation and commitment of necessary resources.
This explanation includes expectations of agency management and staff support, as
well as expected results of the program and benefits to the organization. Funding
issues must also be addressed. For example, agency managers must know if the
cost to implement the awareness and training program will be totally funded by the
chief information officer (Cl1O) or information security program budget, or if their
budgets will be impacted to cover their share of the expense of implementing the
program. It is essential that everyone involved in the implementation of the
program understand their roles and responsibilities. In addition, schedules and
completion requirements must be communicated.

Once the plan for implementing the awareness and training program has been
explained to (and accepted by) agency management, the implementation can begin.
Since there are several ways to present and disseminate awareness and training
material throughout an organization, agencies should tailor their implementation to
the size, organization, and complexity of their enterprise.®

4.4 Post-Implementation

An organization’s information security awareness and training program can
quickly become obsolete if sufficient attention is not paid to technology
advancements, IT infrastructure changes, organizational changes, and shifts in
organizational mission and priorities. CIOs and senior agency information security
officers (SAISOs) need to be cognizant of this potential problem and incorporate
mechanisms into their strategy to ensure that the program continues to be relevant
and compliant with overall objectives. Continuous improvement should always be
the theme for security awareness and training initiatives, as this is one area where
“you can never do enough.” Efforts supporting this post-implementation feedback
loop should be developed in consideration of the security organization’s overall
ongoing performance measures program.®

4.4.1 Monitoring Compl