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Both N and S conftribute to acidification of
ecosystems. This ISA considers several
chemical forms that contribute to acidifying
deposition, including gases and particles
derived from SOx, NOx, and reduced nitro-

gen (NHy).

Deposition of N contributes to N-nutrient en-
richment and eutfrophication. An assess-
ment of the complex ecological effects of
atmospheric N deposition requires consid-
eration of many different chemical forms of
reactive N (Nr). For this reason, the ISA in-

cludes evaluation of data on the most

common reduced inorganic forms of N,
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ammonia (NHs) and ammonium (NH4'); on

oxidized inorganic forms including nitric ox-

ide (NO) and NO2, nitrate (NO3), nitric acid
(HNO3), and nitrous oxide (N20); and on or-
ganic N compounds including peroxyacetyl
nifrate (PAN).

Other welfare effects addressed in the ISA
include effects of SO42 deposition on Hg
methylation, along with evidence related to
direct exposure to gas-phase NOx and SOx.

The key conclusions of the ISA follow.
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Current concentrations and deposition

mbient annual NOx and SOx con-

cenfrations as reported in

the routine national networks have
decreased substantially owing to conftrols
enacted since the 1970s. NOx decreased
~35% in the period 1990-2005, to current an-
nual average concentrations of ~15 ppb.
Emissions of SOx have been substantially re-
duced in recent years: annual average
ambient SOx concentrations have de-
creased ~50% in the period 1990-2005 and
now stand at ~4 ppb for both aggregate
annual and 24-hour average concentra-

tions nation-wide.

Emitted NOx, SOx, NHx and other pollutants
can be transported vertically by convection
intfo the upper part of the mixed layer on
one day, then fransported overnight in a
layer of high concentrations. Once pollut-
ants are lofted to the middle and upper tro-
posphere, they typically have a much
longer lifetime and, with the generally
stronger winds at these altitudes, can be
transported long distances from their source
regions. The length scale of this transport is
highly variable owing to differing chemical

and meteorological conditions encoun-

tered along the fransport path.
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Numerical chemical-transport models
(CTMs) are the prime tools for computing
emissions and interactions among pollutants
like NOx, SOx, and NHx, their transport and
transformation including production of sec-
ondary aerosols like ammonium nitrate and
ammonium sulfate, the evolution of particle
size distributions, the resulting atmospheric
concentrations and the deposition of these
pollutants to the surface. CTMs are driven by
calculated emissions for primary species
such as NOx, SOx, NH3, and primary particu-
late matter, and by the meteorological
fields produced by other numerical predic-
tion models. As such, CTMs are the chief
means of relating emitted pollutants with

deposited ones.

The emitted, fransported, and transformed
pollutants reach the surface where they can
have ecological effects largely through
deposition. Direct and indirect wet and dry
deposition to specific locations like water-
sheds depend on air pollutant emissions and
concentrations in the airshed above the wo-
tershed, but the shape and areal extent of
the airshed is quite different from that of the
watershed owing to the transport and trans-
formation of emitted pollutants described

above.

Deposition is spatially heterogeneous across
the U.S. In the years 2004-2006, routine na-
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tional monitoring networks reported mean S
deposition in the U.S. highest east of the Mis-
sissippi River with the highest reported depo-
sition, 21 kg S/ha/yr, in the Ohio River Valley
where most recording stations reported
three-year averages for this period of more
than 10 kg S/ha/yr. Numerous other stations
in the eastern U.S. reported S deposition
greater than 5 kg S/ha/yr. Data are sparse
for the central U.S. between the 100th me-
ridian and the Mississippi River; but, where
available, deposition values there were
lower than in most of the eastern U.S., rang-
ing from 4 to over 5 kg S/ha/yr. Total S depo-
sition in the U.S. west of the 100th meridian is
lower than in the East or upper Midwest, ow-
ing to lower densities of high-emitting
sources in the West. In the years 2004-2006,
all routine recording stations in the West re-
ported less than 2 kg S/ha/yr and many re-
ported less than 1 kg S/ha/yr. S was primarily
deposited in the form of wet SO42, followed
by a smaller proportion of dry SO2, and a

much smaller proportion of dry SO42-.

Expanding urbanization, agricultural intensi-
fication, and industrial production during the
previous 100 years have produced a nearly
10-fold increase in total N deposited from
the atmosphere compared fto pre-industrial
levels. NOx, chiefly from fossil fuel combus-
tion, often dominates total N pollution in the

U.S. and comeprises from 50 to 75% of current
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total N atmospheric deposition. This wet and
dry atmospheric N deposition is spatially

heterogeneous, too, owing to the influence
of meteorology, transport, precipitation pat-

terns and land use.

For 2004-2006, routine national monitoring
networks reported the highest mean N
deposition totals in the U.S. in the Ohio River
Valley, specifically in the states of Indiana
and Ohio, with values greater than 9 kg
N/ha/yr. N deposition was lower in other
parts of the East, including the Southeast
and in northern New England. In the central
U.S.. the highest N annual average deposi-
tion totals were on the order of 6 to 7 kg
N/ha/yr. Measured concentrations and in-

ferred deposition totals were dominated by
wet NOs~ and NH4" species, followed by

dry HNOs3, dry NH4", and dry NOs™. NHs is not
yet measured routinely in any national net-
works; however, smaller-scale intensive
monitoring and numerical air quality model-
ing both indicate that it may account for
more than 80% of the dry reduced N deposi-

fion fotal.

Although S and N deposition in most areas
of the U.S. occurred as wet deposition,
there were some exceptions, including parts

of California where N deposition was primar-

ily dry.

Executive Summary

The thin coverage of monitoring sites in
many locations, especially in the rural West,
means that limited data exist on deposition
totals in a large number of potentially sensi-
tive places. Numerical modeling experi-
ments can help fill in these data gaps and
suggest that local and even regional areas
of high ambient concentration and deposi-
tion exist where measured data are un-
available. Model-predicted values for N
deposition in some regions of the Adiron-
dacks in New York are greater than 20 kg
N/ha/yr; other model estimates as high as
32 kg N/ha/yr have been made for a region
of southern California, where more than half
of that total was predicted to come from
NO and NOsa.

The ISA concludes that the national-scale
networks routinely monitoring N deposition
are inadequate to characterize both the full
range of reduced and oxidized forms of N
deposition and the substantial regional het-

erogeneity across the landscape of the U.S.
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Ecological effects of acidification

he effects of acidifying deposition

on ecosystems have been well

studied over the past several dec-
ades and vulnerable areas have been iden-
tified in the U.S. The wealth of data has led
to the development of widely used ecologi-
cal models for predicting soil and surface
water acidification. Regional and ecosys-
tem vulnerability to acidification results from
inherent sensitivity and exposure to acidify-

ing deposition.

Senisitivity of terrestrial and aquatic ecosys-
tems to acidification from S and N deposi-
tion is regional and predominantly governed
by surficial geology. Other factors contribut-
ing to the sensitivity of soils and surface wa-
ters to acidifying deposition include topog-
raphy, vegetation, soil chemistry, land use,

and hydrologic flowpath.

Soil acidification is a natural process,
but is often accelerated by acidifying
deposition, which can decrease con-
centrations of exchangeable base
cations in soils. Biological effects of

acidification on terrestrial ecosystems

most sensitive to terrestrial effects from acidi-
fying deposition include forests in the Adi-
rondack Mountains of New York, the Green
Mountains of Vermont, the White Mountains
of New Hampshire, the Allegheny Plateau of
Pennsylvania, and high-elevation forest
ecosystems in the central and southern Ap-
palachians. While studies show some recov-
ery of surface waters, there are widespread
areas of ongoing depletion of exchange-
able base cations in forest soils in the north-
eastern U.S., despite recent decreases in

acidifying deposition.

In aquatic systems, consistent and coherent
evidence from multiple studies of many
species shows that acidification can cause
the loss of acid-sensitive species, and that
more species are lost with greater acidifica-

tion. These effects are linked to changes in

The evidence is sufficient to infer a causal

relationship between acidifying deposition

and effects on:

(1) biogeochemistry related to terrestrial and

aguatic ecosystems;

are generally attributable to Al toxic-
ity and decreased ability of plant

roofs to fake up base cations. Areas

(2) biota in terrestrial and aquatic ecosystems.
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surface water chemistry, including concen-

trations of SO+, NOs~, inorganic Al, and cal-
cium (Ca?*), surface water pH, sum of base

cations, acid neutralizing capacity (ANC),

Examples of biogeochemical indicators of
effects from acidifying deposition on ecosystems

Ecosystem Biogeochemical Indicator

e Soil base saturation
Inorganic Aluminum concentration

Terrestrial . .
in soil water
e Soil carbon-to-nitrogen ratio
Sulfate
Nitrate
Aquatic Base cations

Acid neutralizing capacity
Surface water inorganic Aluminum

pH

Examples of biological indicators of
effects from acidifying deposition on ecosystems

Indicator Measure

Terrestrial Ecosystems

e Percent dieback of canopy

Red Spruce

trees
Sugar ° D_ead_basal e_trea, qovv_n
Maple vigor index, fine twig die-

back

Aquatic Ecosystems

Fishes, zoo- e Presence/absence
plankton, crus- e Fish condition factor

taceans, rotifers e Biodiversity

and base cation surplus. These effects are
also influenced by historical inputs to these
systems. Decreases in ANC and pH and in-
creases in inorganic Al concentration con-

tfribute to declines in zooplankton, macroin-
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vertebrates, and fish species richness. These
effects on species richness may also affect
ecosystem services, such as biodiversity and

cultural services such as fishing and tourism.

Although both N and S deposition can
cause terrestrial and aquatic acidification, S
deposition is generally the primary cause of
chronic acidification, with secondary con-
tributions from N deposition. Following de-
creases in S deposition in the 1980s and
1990s, one quarter to one third of the
chronically acidic lakes and streams in the
U.S. were no longer acidic during baseflow
in the year 2000. A number of lakes and
streams, however, remain acidic even
though wet SO42 deposition has decreased
by as much as 30% since 1989. N deposition,
which has also decreased in the years since
1990 in most places in the U.S. with routine
monitoring, is the primary cause of episodic
acidification which, despite its short duration,
has been shown to cause long-term bio-

logical effects.

Many of the surface waters most sensitive to

acidification in the U.S. are found in the
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Northeast, the Southeast, and the moun-
tainous West. In the West, acidic surface
waters are rare and the extent of chronic
surface water acidification that has oc-
curred to date has been limited. However,
episodic acidification does occur. In both
the mountainous West and the Northeast,

the most severe acidification of surface wao-

ters generally occurs during spring snowmelt.

The ISA highlights evidence from two well-
studied areas to provide more detail on
how acidification affects ecosystems: The
Adirondacks (NY) and Shenandoah Nao-
tional Park (VA). In the Adirondacks, the cur-
rent rates of N and S deposition exceed the
amount that would allow recovery of the
most acid sensitive lakes. In the Shenan-
doah, past SO42 has accumulated in the soll
and is slowly released from the soil into

stream water where it causes acidification,

Executive Summary

Number of Fish Species

4 T T T

-200 -100 0 100

I I I
200 300 400 500

ANC(peq/L)

Number of fish species per lake vs. acidity status, expressed
as acid neutralizing capacity (ANC), for Adirondack lakes.

Source: Sullivan et al - 2004b

making parts of this
region sensitive to even
the current lower
deposition loadings.
Numerical models spe-

cifically calibrated to .

these locations and TV RN

conditions suggest that
the number of acidic
streams will increase
even under current

deposition loads.

Regions of the northern and eastern U.S. that contain appreciable numbers of lakes
and streams sensitive to deleterious effects from acidifying deposition.

Source: Stoddard et al., 2003
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Ecological effects of nitrogen deposition

here are many well-studied effects

of N deposition on ecosystems and

some vulnerable areas have been
identified in the U.S. However, the full extent
of ecosystem vulnerability is still unknown.
Substantial empirical information from spe-
cific ecosystems and for specific endpoints
is available, but given the complexity of the
N cycle, a broadly applicable and well-
tested predictive model of the ecological
effects of N deposition is not yet available.

Though the sensitivity of ecosystems to N

The evidence is sufficient to infer a causal rela-
tionship between N deposition, to which NOx
and NHx contribute, and the alteration of the

following:
(1) biogeochemical cycling of N and carbon
(C) in terrestrial, wetland, freshwater aquatic,

and coastal marine ecosystems;

(2) biogenic flux of methane (CHas), and N20O in

terrestrial and wetland ecosystems;

(3) species richness, species composition, and
biodiversity in terrestrial, wetland, freshwater

aquatic and coastal marine ecosystems.

deposition across the U.S. varies, a large
body of evidence clearly demonstrates a
relationship between N deposition and a

broad range of ecological effects.

The contribution of N deposition to total N
load varies among ecosystems. Atmos-
pheric N deposition is the main source of
new N to most headwater streams, high
elevation lakes, and low-order streams. At-
mospheric N deposition contributes to the
total N load in terrestrial, wetland, freshwa-
ter, and estuarine ecosystems that receive N
through multiple pathways (i.e. biological N-
fixation, agricultural land runoff and waste
water effluent). There are multiple biogeo-

chemical indicators of N deposition effects.

Examples of biogeochemical indicators of
effects from reactive N deposition on ecosystems

Ecosystem Biogeochemical Indicator
e NOs leaching
e Nitrification
e Denitrification
Terrestrial ¢ N20 emissions
and e CHas emissions
Wetland e Soil C:N ratio
e Foliar / plant tissue [N], C:N,
N:magnesium, N:phosphorus
o Soil water [NOs ] and [NH4']
e Chlorophyll a
Freshwater o water [NOs ]
and e Dissolved inorganic N
Estuarine o Dissolved oxygen
e N:P
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In terrestrial ecosystems, the onset of NOs
leaching is one of the best documented
biogeochemical indicators that an ecosys-
tem receives more N than it uses and is able
to retain. N removal by ecosystems is a
valuable ecosystem service regulating wa-
ter quality. When atmospheric deposition of
N impairs the ability of terrestrial and

aquatic ecosystems to retain and remove

N, NOs leaching occurs and the degrada-
tion of water quality can occur. The onset of
leaching was calculated to occur with
deposition levels between 5.5 and 10 kg
N/ha/yr for sensitive eastern forests. In the
mixed conifer forests of the Sierra Nevada

and San Bernardino mountains, the onset of

increased NOs leaching was calculated to
be 17 kg N/ha/yr. Several studies in the
Rocky Mountains indicate that the capacity
of alpine catchments to retain N was ex-
ceeded at levels greater than 5-10 kg
N/ha/yr.

N deposition alters the biogenic sources and
sinks of two greenhouse gases (GHGs), CHa4
and N20, in terrestrial and wetland ecosys-
tems, resulting in increased emissions to the
atmosphere. Non-flooded upland soil is the
largest biological sink and takes up about
6% of atmospheric CHs. N addition de-
creases CH4 uptake in coniferous and de-

ciduous forests, and N addition increases

Executive Summary

CHa4 production in wetlands. Soil is the larg-
est source of N2O, accounting for 60% of
global emissions. N deposition increases the
biogenic emission of N2O in coniferous for-
est, deciduous forests, grasslands, and wet-
lands. Although N addition can cause a
general stimulation of biogenic CH4 and
N20 emissions from soils, it is difficult to gen-
eralize a dose-response relationship be-
tween the amount of N addition and the
changes in GHG flux on a large heteroge-
neous landscape. This is because GHG pro-
duction is influenced by multiple environ-
mental factors (e.g., soil, vegetation and
climate), which vary greatly over small spa-

tial and temporal scales.

N is often the most limiting nutrient to growth
in ecosystems. N deposition thus often in-
creases primary productivity, thereby alter-

ing the biogeochemical cycling of C. N

Examples of biological indicators of
effects from N deposition on ecosystems

Ecosystem Biological Indicators

Terrestrial and
Wetlands

Altered community composi-
tion, biodiversity and/or popu-
lation decline. Taxa affected
include: diatoms, lichen, my-
corrhizae, moss, grasses and
other herbaceous plants

e Plant root: shoot ratio

e Terrestrial plant bio-
mass/production

Freshwater e Phytoplankton bio-
and Estuarine

mass/production

e Toxic or nuisance algae
blooms

¢ Submerged aquatic vegetation

e Fauna from higher trophic lev-
els

10
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deposition can cause changes in ecosys-
tem C budgets. However, whether N depo-
sition increases or decreases ecosystem C-
sequestration remains unclear. A limited
number of studies suggest that N deposition
may increase C-sequestration in some for-
ests, but has no apparent effect on C-

sequestration in non-forest ecosystems.

In terrestrial ecosystems, N deposition can
accelerate plant growth and change C al-
location patterns (e.g. shoot:rooft ratio),
which can increase susceptibility to severe
fires, drought, and wind damage. These ef-
fects have been shown in studies con-
ducted in the western U.S. and Europe. The
alteration of primary productivity can also
alter competitive interactions among plant
species. The increase in growth is greater for
some species than others, leading to possi-
ble shifts in population dynamics, species
composition, community structure, and in

few instances, ecosystem type.

There are numerous sensitive terrestrial biota
and ecosystems that are affected by N
deposition. Acidophytic lichens are among
the most sensitive terrestrial taxa to N depo-
sition, with adverse effects occurring with
exposures as low as 3 kg N/ha/yr in the
Pacific Northwest and southern California.

The onset of declining biodiversity in grass-
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lands has been estimated to be 5 kg
N/ha/yr in Minnesota and the European Un-
ion. Altered community composition of al-
pine ecosystems in the Rocky Mountains
and forest encroachment into temperate
grasslands in Southern Canada is estimated
to be 10 kg N/ha/yr.

The productivity of many freshwater ecosys-
tems is N-limited. N deposition can alter
species assemblages and cause eutrophi-
cation of aquatic ecosystems to the extent
that N is the growth-limiting nutrient. In the
Rocky Mountains, deposition loads of ap-
proximately 1.5-2 kg N/ha/yr are reported to
alter species composition in the diatom

communities in some freshwater lakes, an

indicator of impaired water quality.

11
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In estuarine ecosystems, N from atmospheric
and non-atmospheric sources contributes to
increased phytoplankton and algal produc-
tivity, leading to eutrophication. Estuary eu-
trophication is an ecological problem indi-
cated by water quality deterioration,
resulting in numerous adverse effects includ-
ing hypoxic zones, species mortality, and
harmful algal blooms. The calculated con-
tribution of atmospheric deposition o total
N loads can be as high as 72% in estuaries.
The Chesapeake Bay is an example of a
large, well-studied, and severely eutrophic
estuary that is calculated to receive as
much as 30% of its total N load from the at-

mosphere.

Examples of quantified relationships between
deposition levels and ecological effects

Kg

N/ha/yr Ecological effect

Altered diatom communities in
high elevation freshwater lakes

~1.5 and elevated N in tree leaf tissue
high elevation forests in the west-
ern U.S.

Decline of some lichen species in
the western U.S.

Altered growth and coverage of
4 alpine plant species in the western
U.S.

Onset of decline of species rich-
5 ness in grasslands of the U.S. and
U.K.

Onset of nitrate leaching in Eastern

£8 =1y forests of the U.S.

Multiple effects in tundra, bogs

Ll and freshwater lakes in Europe

Multiple effects in arctic, alpine,
5-15 subalpine and scrub habitats in
Europe
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Other welfare effects:
Mercury methylation

Hg is highly neurotoxic and once methy-
lated, principally by S-reducing bacteria, it
can be taken up by microorganisms, zoo-
plankton and macroinvertebrates, and
concentrated in higher frophic levels, in-
cluding fish eaten by humans. In 2006, 3,080
fish consumption advisories were issued be-
cause of methylmercury (MeHg), and as of
July 2007, 23 states had issued statewide
advisories. The production of meaningful
amounts of MeHg requires the presence of
SO4Z and Hg, and where Hg is present, in-
creased availability of SO42 results in in-

creased

elelelVaiilels Ml The evidence is sufficient to

of MeHg. infer a causal relationship be-

The tween S deposition and in-

amount of L
creased Hg methylation in

MeHg . .
wetlands and aquatic envi-

produced

. . ronments.
varies with

oxygen content, temperature, pH, and sup-
ply of labile organic C. Watersheds with
conditions known to be conducive to Hg
methylation can be found in the northeast-
ern U.S. and southeastern Canada, but bi-
otic Hg accumulation has been widely ob-
served in other regions that have not been
studied as extensively, and where a different

set of conditions may exist.

12
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Other welfare effects: trations of gas-phase S or N oxides are high
Direct phytOtOXiC enough to cause phytotoxic effects. One

Acute and chronic exposures to SO2 have excep- . . ..
. . o fion is The evidence is sufficient to
phytotoxic effects on vegetation which in- - | relati hi
infer a causal relationshi
clude foliar injury, decreased photosynthe- that P
some between exposure to SO,

sis, and decreased growth. Acute exposures
to NO2, NO, PAN, and HNOs cause plant

foliar injury and decreased growth. How-

studies NO, NO2, PAN, and HNOs

yIelleICH and injury to vegetation.

ever, the majority of studies have been per- that cur-

formed at concentrations of these gas- rent

phase species above current ambient con- HNOs concentrations may be contributing

ditions observed in the U.S. Consequently, to the decline in lichen species in the Los

there is little evidence that current concen- Angeles basin.

Conclusion

The main effects of N and S pollution assessed in the ISA are acidification, N en-
richment, and Hg methylation. Acidification of ecosystems is driven primarily by
deposition resulting from SOx, NOx, and NHx pollution. Acidification from the
deposition resulting from current emission levels causes a cascade of effects
that harm susceptible aquatic and terrestrial ecosystems, including slower
growth and injury to forests and localized extinction of fishes and other aquatic
species. In addition to acidification, atmospheric deposition of reactive N re-
sulting from current NOx and NHx emissions along with other non-atmospheric
sources (e.qg., fertilizers and wastewater), causes a suite of ecological changes
within sensitive ecosystems. These include increased primary productivity in
most N-limited ecosystems, biodiversity losses, changes in C cycling, and eutro-
phication and harmful algal blooms in freshwater, estuarine, and ocean eco-
systems. In some watersheds, additional SO42- from atmospheric deposition in-
creases Hg methylation rates by increasing both the number and activity of S-
reducing bacteria. Methylmercury is a powerful toxin that can bioaccumulate
to toxic amounts in food welbs at higher trophic levels (e.g. bass, perch, otters,
or kingfishers).

13
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black carbon

base-cation surplus
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bacterial nitrogen fertilization
bromine

bromine ion

molecular bromine

bromine chloride

bromine oxide

Backscatter Ultraviolet Spectrometer
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carbon; concentration
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13C

Ca
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Ca?
CAA
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CAAAC
CaClz
CaCOs
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(CH3)2SO
CH3SOsH
CH3-S-S-CHs
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CI-
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carbon-12, stable isotope of carbon
carbon-13, stable isotope of carbon
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calcium ion
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Amendments to the Clean Air Act
Clean Air Act Advisory Committee
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calcium carbonate
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Satellite Observation (satellite)
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Canadian Air and Precipitation Monitoring
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cadmium

cation exchange capacity
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chlorinated fluorocarbons
cloud-to-ground (lightning flash)
chlorophyll a
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ethene

ethane
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acetyl radical

acetyl peroxy radical
diiodomethane
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critical load
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DIC
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DMS
DMSO
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DO
DOC
DON
EBB
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EEAs
ELA
ELS
EMAP

EMEFS
EMEP

EMF
EOS
EPA

type of Lagrangian model

NASA Earth observation satellite

nitryl chloride

Community Multiscale Air Quality (modeling
system)

consolidated metropolitan statistical area
carbon monoxide

carbon dioxide

carbonate

continental U.S.

catch per unit effort

U.S. Army Cold Regions Research and
Engineering Laboratory

Consumer surplus

carbon disulfide

coastal sage scrub (ecosystem)
chemical transport model
copper

contingent valuation

contingent valuation method
delta, difference; change

model for daily biogeochemistry for forest,
grassland, cropland, and savanna systems

combination of DayCent-Chem and PHREEQC
models

dichotomous choice
Direct Delayed Response Project
Damage Delay Time

decomposition model based on soil-plant
system dynamics

Department of Environmental Protection
dissolved inorganic carbon

dissolved inorganic nitrogen

dimethyl disulfide, CH3-S-S-CH3
dimethyl sulfide, CH3-S-CH3
dimethylsulfoxide
Denitrification-Decomposition (model)
dissolved oxygen

dissolved organic carbon

dissolved organic nitrogen

East Bear Brook

elemental carbon

Essential Ecological Attributes
Experimental Lakes Area

Eastern Lakes Survey

Environmental Monitoring and Assessment
Program

Eulerian Model Evaluation Field Study

Co-operative Programme for Monitoring and
Evaluation of the Long-range Transmission of
Air Pollutants in Europe

ectomycorrhizal fungi
Earth Observation System
U.S. Environmental Protection Agency

EPT
ERP
ESA
EVRI
F

F-
FAB
FACE
Fe
FePOs
FeS
F-factor

FHM

FIA

FISH
FLEXPART
ForSAFE

FRM

FTIR

FW2

Fx

yN20s

GAW

GCE

GDP

GEOS
GEOS-Chem

GEOS-1DAS

GFED
GHG
GOES

GOME
Os

GtC
Gton
GWP
H

H

H+

ha
HAPs
HBEF
HBES
HBN
HC
HCHO
HCI

Ephemeroptera-Plecoptera-Tricoptera (index)
Episodic Response Project

European Space Agency

Environmental Valuation Reference Inventory
flux

fluorine ion

First-order Acidity Balance model

free-air CO2 enrichment (studies)

iron

iron phosphate

iron sulfide

fraction of the change in mineral acid anions
that is neutralized by base cation release

Forest Health Monitoring

Forest Inventory and Analysis (program)
Fish in Sensitive Habitats (project)

type of Lagrangian model

three-component model using nitrogen, carbon
cycling, and soil chemistry

Federal Reference Method

Fourier Transform Infrared Spectroscopy
black carbon soot

flux

reaction potential coefficient for N2Os
Global Atmospheric Watch (program)
Goddard Cumulus Ensemble (model)
gross domestic product

Goddard Earth Observing System

Goddard Earth Observing System (with global
chemical transport model)

Goddard Earth Observing System Data
Assimilation System

Global Fire Emissions Database
greenhouse gas

Geostationary Operational Environmental
Satellites

Global Ozone Monitoring Experiment
stomatal conductance

global ton carbon

global ton

global warming potential

hydrogen; hydrogen atom
hydrogen-2, deuterium, stable isotope of
hydrogen

proton, hydrogen ion; relative acidity
hectare

hazardous air pollutants

Hubbard Brook Experimental Forest
Hubbard Brook Ecosystem Study
Hydrologic Benchmark Network
hydrocarbon

formaldehyde

hydrochloric acid
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HNOz, HONO
HNO3, HOONO
HNO4

HO2

H20:
HO2NO;
HOBr

HOCI

HOX

HP

HSO3-

HSO4~

H2S

H2S0s3

H2S04

hv

IEc
IIASA

IMPROVE

INO3
INTEX-NA

0]
IPCC
IPCC-AR4

IPCC-TAR

IQR

R

ISA

J

JPL
JRGCE

K

K+

Ka
Kb
KH
KNO3
Kw

mercury
nitrous acid

nitric acid

pernitric acid

hydroperoxyl radical

hydrogen peroxide

peroxynitric acid

hypobromous acid

hypochlorous acid

hypohalous acid

hedonic pricing

bisulfate ion

sulfuric acid ion

hydrogen sulfide

sulfurous acid

sulfuric acid

photon with energy at wavelength v
iodine

molecular iodine

Integrated Assessment

Integrated Atmospheric Monitoring Deposition
Network

intracloud (lightning flash)

Integrated Lake-Watershed Acidification Study
International Cooperative Programme
Industrial Economicsym

International Institute for Applied Systems
Analysis

Interagency Monitoring of Protected Visual
Environments

iodine nitrate

Intercontinental Chemical Transport
Experiment - North America

iodine oxide
Intergovernmental Panel on Climate Change

Intergovernmental Panel on Climate Change
4th Assessment Report

Intergovernmental Panel on Climate Change
3rd Assessment Report

interquartile range

infrared

Integrated Science Assessment

flux from a leaf, deposition flux (g/cm/second)
Jet Propulsion Laboratory

Jasper Ridge Global Climate Change
Experiment

potassium

potassium ion

dissociation constant

dissociation constant

Henry’s Law constant in M/atm (M+atm-')
potassium nitrate

ion product of water

LAF
LAR
LB
LCo.01

D33

LDH
LIDAR

LIF
LIMS
LOD
LP
LRTAP
LTER
LT™M

M

MA
MAGIC

MAHA
MAQSIP

MAT
MAX-DOAS

MBL
MDN
MeHg
MEM
Heq
Mg
Mg?
MIMS
MM5

Mn
MOBILE6
MODIS

MOPITT
MOZAIC

MOZART

MPAN
MSA
Mt

N

N, n
14N
15N
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Lake Acidification and Fisheries
leaf-area ratio
laboratory bioassay

lethal concentration at which 0.01% of exposed
animals die

lethal dose at which 33% of exposed animals
die

lactic acid dehydrogenase

Light Detection and Ranging (remote sensing
system)

laser-induced fluorescence

Limb Infrared Monitor of the Stratosphere
limit of detection

long-path

Long Range Transport of Air Pollution
Long-Term Ecological Research (program)
Long-Term Monitoring (project)

air molecule

Millennium Ecosystem Assessment

Model of Acidification of Groundwater in
Catchments (model)

Mid-Atlantic Highlands Assessment of streams

Multiscale Air Quality Simulation Platform
(model)

moist acidic tundra

multiple axis differential optical absorption
spectroscopy

marine boundary layer

Mercury Deposition Network
methylmercury

model ensemble mean
microequivalent

magnesium

magnesium ion

membrane inlet mass spectrometry

National Center for Atmospheric
Research/Penn State Mesoscale Model,
version 5

manganese
Highway Vehicle Emission Factor Model

Moderate Resolution Imaging
Spectroradiometer

Measurement of Pollution in the Troposphere

Measurement of Ozone and Water Vapor by
Airbus In-Service Aircraft

Model for Ozone and Related Chemical
Tracers

peroxymethacrylic nitrate
metropolitan statistical area

million tons

nitrogen

number of observations

nitrogen-14, stable isotope of nitrogen
nitrogen-15, stable isotope of nitrogen
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NA

Na

Na*
NAAQS
NaCl
NADP
Naz2MoO4
NAMS
NANI
NAPAP

NASQAN
NARSTO

NAS
NASA
Na2S04
NASQAN
NATTS
NAWQA
NCore
NEE
NEG/ECP

NEI
NEON
NEP
NFI

NH3
NH2
NH4*
NH4Cl
NH4NOs3
(NH4)2S04
NHx
NHy

Ni

NILU
NITREX
nitro-PAH
NLCD
NMOC
NO

NO:
NO2
NOs~
N20
N20s
NOAA

NOAA-ARL

molecular nitrogen; nonreactive nitrogen
not available; insufficient data

sodium

sodium ion

National Ambient Air Quality Standards
sodium chloride

National Atmospheric Deposition Program
sodium molybdate

National Air Monitoring Stations

Net anthropogenic nitrogen inputs

National Acid Precipitation Assessment
Program

National Stream Quality Accounting Network

program formerly known as North American
Regional Strategy for Atmospheric Ozone

National Academy of Sciences

National Aeronautics and Space Administration
sodium sulfate

National Stream Quality Accounting Network
National Air Toxics Trends (network)

National Water Quality Assessment (program)
National Core Monitoring Network

net ecosystem exchange

New England Governors and Eastern
Canadian Premiers

National Emissions Inventory

National Ecological Observatory Network
net ecosystem productivity

net factor income

ammonia

amino (chemical group)

ammonium ion

ammonium chloride

ammonium nitrate

ammonium sulfate

category label for NH3 plus NH4*

total reduced nitrogen

nickel

Norwegian Institute for Air Research
Nitrogen saturation Experiments
nitro-polycyclic aromatic hydrocarbon
National Land Cover Data

nonmethane organic compound

nitric oxide

nitrogen dioxide

nitrite

nitrate

nitrous oxide

dinitrogen pentoxide

U.S. National Oceanic and Atmospheric
Administration

U.S. National Oceanic and Atmospheric
Administration Air Resources Laboratory
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NOAEL
NOEC
NOx
NOy

NOz

NPOESS

NPP
NPS
N
NRC
NS
NSF
NSS
nss
NSTC
NSWS
NTN
NuCM
(07)

03
160
180
190
oC
0Cco
0CSs
o('D)
OH
OMI
O(P)
P

P’ p
P+

Ps

Pos
Pog
PAHs
PAMS

PAN
PANs
PARASOL

Pb
PBL
PC
PCBs
pH

no-observed-adverse-effect level
no-observed-effect concentration
sum of NO and NO:

sum of NOx and NOz; odd nitrogen species;
total oxidized nitrogen

sum of all inorganic and organic reaction
products of NOx (HONO, HNOs, HNO4, organic
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Chapter 1. Introduction

This Integrated Science Assessment (ISA) synthesizes and evaluates the most policy-relevant
science to help form the scientific foundation for the review of the secondary (welfare-based) National
Ambient Air Quality Standards (NAAQS) for oxides of nitrogen (NOx) and sulfur oxides (SOx). The
Clean Air Act (CAA) definition of welfare effects includes, but is not limited to, effects on soils, water,
wildlife, vegetation, visibility, weather, and climate, as well as effects on materials, economic values, and
personal comfort and well-being.

The intent of the ISA, according to the CAA, is to “accurately reflect the latest scientific
knowledge expected from the presence of [a] pollutant in ambient air” (U.S. Code, 1970a, 1970b). It
includes scientific research from atmospheric sciences, exposure and deposition, biogeochemistry,
hydrology, soil science, marine science, plant physiology, animal physiology, and ecology conducted at
multiple scales (e.g., population, community, ecosystem, landscape levels). Key information and
judgments formerly found in the Air Quality Criteria Documents (AQCDs) for NOx and SOy are
included; Annexes provide a more detailed discussion of the most pertinent scientific literature. Together,
the ISA and Annexes serve to update and revise the last NOx and SOx AQCDs that were published in
1993 and 1982, respectively.

As discussed in the Integrated Plan for the Review of the Secondary NAAQS for Nitrogen Dioxide
and Sulfur Dioxide (U.S. EPA, 2007a) a series of policy-relevant questions frames this review of the
scientific evidence used to provide a scientific basis for evaluation of the secondary NAAQS for NO,
(0.053 parts per million [ppm], annual average) and SO, (0.5 ppm, 3-h average). The framing questions
considered are:

1. What are the known or anticipated welfare effects influenced by ambient NOx and SOx? For
which effects is there sufficient information available to be useful as a basis for considering
distinct secondary standards?

2. What is the nature and magnitude of ecosystem responses to NOx and SOx that are understood to
have known or anticipated adverse effects? What is the variability associated with these responses
(including ecosystem type, climatic conditions, environmental effects, and interactions with other
environmental factors and pollutants)?

3. To what extent do the current standards provide the requisite protection for the public welfare
effects associated with NOx and SOx?

4. Which biotic species are most vulnerable to the adverse effects of NOx and SOx air pollution?
How is adversity defined?

What ecosystems are most sensitive to NOx and SOx pollution?
How does NOy and SOx pollution impact ecosystem services?

What are the most appropriate spatial and temporal scales to evaluate impacts on ecosystems?

o N W

What is the relationship between ecological vulnerability to NOx and SOx pollution and
variations in current meteorology or gradients in climate?

1.1. Scope

The U.S. EPA is integrating the science assessment for these two criteria air pollutants due to their
combined effects on atmospheric chemistry, deposition processes, and public welfare effects. The focus of
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this assessment is primarily on effects related to the deposition of nitrogen (N)- and sulfur (S)-containing
compounds. Ecological effects from acidification and N-nutrient enrichment have been studied most
extensively in the ecological literature. An assessment of the complex ecological effects of N deposition
requires consideration of multiple forms of N. Thus, this assessment includes evaluation of data on
inorganic reduced forms of N (e.g., ammonia [NH3] and ammonium ion [NH,]), inorganic oxidized
forms (e.g., NOx, nitric acid [HNO;], nitrous oxide [N,O], nitrate [NO; ]), and organic N compounds
(e.g., urea, amines, proteins, nucleic acids). In addition to acidification and N-nutrient enrichment, other
welfare effects related to deposition of N- and S-containing compounds are discussed, such as SOx
interactions with mercury (Hg) methylation. In addition, this assessment includes evidence related to
direct ecological effects of gas-phase NOx and SOy since the direct effects of gas-phase SOx on
vegetation formed a primary basis for the initial establishment of the secondary NAAQS for SO,. The
contribution of gas-phase NOx as greenhouse gases (GHG), particularly N,O, is considered, chiefly in the
response of soils to reactive nitrogen (N,) enrichment.

A review of the particulate matter (PM) NAAQS is underway. Recent data on the welfare effects of
airborne particulate NOx and SOy in the ambient air will be evaluated in the PM ISA. These effects
include visibility impairment, soiling and damage to materials, and effects of ambient PM on climate.
(For more information, see http://www.epa.gov/ttn/naaqs/standards/pm/s_pm_index.html.)

Gas-phase and particulate NOx and SOx compounds can affect ecosystems and alter numerous
linked biogeochemical cycles. A simplified diagram of the combined NOx and SOx cycle is presented in
Figure 1-1. The ISA includes additional figures that provide more detail on the interactions among
biogeochemical cycles, and the locations of those figures are indicated in the diagram. These figures
include atmospheric cycling, interactions between the N cycle and carbon (C), the N cycle and
phosphorous (P), and the S cycle and Hg.

Atmospheric cycle
of N oxides
See figure 2-16

Atmospheric cycle
of S compounds
See figure 2-18
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Figure 1-1.  Biogeochemical cycles of NOx and SOx.
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1.2. History of the NOx and SOx Review

Nitrogen Oxides

In 1971, U.S. EPA promulgated identical primary and secondary NAAQS for NO,: 0.053 ppm as
an annual average (36 FR 8186). The scientific bases for these NAAQS were provided in the AQCD for
NOx (U.S. EPA, 1971).

In 1984, U.S. EPA proposed to retain these standards (49 FR 6866), and after the public comment
period, finalized that decision in 1985 (50 FR 25532); the scientific basis for this review was provided by
the 1982 AQCD for NOx (U.S. EPA, 1982a).

In 1991, U.S. EPA released an updated draft AQCD for the Clean Air Scientific Advisory
Committee (CASAC) and public review and comment (56 FR 59285). CASAC reviewed the document
and concluded it “provides a scientifically balanced and defensible summary of current knowledge of the
effects of this pollutant and provides an adequate basis for U.S. EPA to make a decision as to the
appropriate NAAQS for NO,” (Wolff, 1993).

The U.S. EPA also prepared a draft Staff Paper that summarized and integrated the key studies and
scientific evidence contained in the revised AQCD and identified the critical elements to be considered in
the review of the NO, NAAQS. In September 1995, U.S. EPA finalized the Staff Paper, Review of the
National Ambient Air Quality Standards for Nitrogen Dioxide: Assessment of Scientific and Technical
Information (U.S. EPA, 1995b). The Administrator made a final determination that no revisions to the
primary and secondary NAAQS for NO, were appropriate at that time (61 FR 52852, October 8, 1996).
The level for both the existing primary and secondary NAAQS for NO, remains 0.053 ppm (equivalent to
100 micrograms per cubic meter of air [ug/m’]) in annual arithmetic average, calculated as the arithmetic
mean of the 1-h NO, concentrations.

Sulfur Oxides

Based on the 1970 SOx AQCD (U.S. Department of Health, Education and Welfare, 1970), U.S.
EPA promulgated primary and secondary NAAQS for SO,, under Section 109 of the CAA on April 30,
1971 (36 FR 8186). The secondary standard was set at 0.02 ppm in an annual arithmetic mean and a 3-h
average of 0.5 ppm, not to be exceeded more than once per year. These standards were established solely
based on vegetation effects evidence. In 1973, revisions made to Chapter 5 “Effects of Sulfur Oxide in the
Atmosphere on Vegetation” of the SOx AQCD (U.S. EPA, 1973), indicated that it could not properly be
concluded that the reported vegetation injury resulted from the average SO, exposure over the growing
season rather than from short-term peak concentrations. U.S. EPA, therefore, proposed (38 FR 11355) and
then finalized a revocation of the annual mean secondary standard (38 FR 25678).

In 1979, U.S. EPA announced that it was revising the SOx AQCD concurrently with the PM review
and would produce a combined PM SOx AQCD. Following review of the draft revised criteria document
in August 1980, CASAC concluded acidic deposition was a topic of extreme scientific complexity
because of the difficulty in establishing firm quantitative relationships among (a) emissions of relevant
pollutants (e.g., SO, and NOy), (b) formation of acidic wet and dry deposition products, and (c) effects on
terrestrial and aquatic ecosystems. CASAC also noted that acidic deposition involves, at a minimum,
several different criteria pollutants (i.e., SOx, NOx, and the fine particulate fraction of suspended
particles). CASAC recommended that any document on this subject should address both wet and dry
deposition, because dry deposition was believed to account for at least half of the total acid deposition
problem.

The U.S. EPA proposed not to revise the existing primary and secondary standards on April 26,
1988 (53 FR 14926). Regarding the secondary SO, NAAQS, the U.S. EPA Administrator concluded that
based upon then-current scientific understanding of the acidic deposition problem, it would be premature
and unwise to prescribe any regulatory control program at that time, and when the fundamental scientific
uncertainties had been reduced through ongoing research efforts, U.S. EPA would draft and support an
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appropriate set of control measures. On May 22, 1996, U.S. EPA’s final decision, that revisions of the
NAAQS for SOx were not appropriate at that time, was announced in the Federal Register (61 FR 25566).

Acidic Deposition Assessments

Based upon their conclusions from the AQCD review discussed above, CASAC recommended that
a separate, comprehensive document on acidic deposition be prepared before any regulatory consideration
for the control of acidic deposition. CASAC also suggested that a discussion of acidic deposition be
included in the AQCDs for both NOx and PM-SOx. Following CASAC closure on the criteria document
for SO, in 1981, U.S. EPA’s Office of Air Quality Planning and Standards (OAQPS) published a Staff
Paper (U.S. EPA, 1982¢); it did not, however, directly address this issue. U.S. EPA followed CASAC
guidance and subsequently prepared the following documents: The Acidic Deposition Phenomenon and
Its Effects: Critical Assessment Review Papers, Volumes | and Il (U.S. EPA, 1984a, 1984b) and The
Acidic Deposition Phenomenon and Its Effects: Critical Assessment Document (U.S. EPA, 1985). These
documents, though they were not considered criteria documents and did not undergo CASAC review,
represented the most comprehensive summary of relevant scientific information completed by the U.S.
EPA at that point.

Assessment of the ecological effects of NOx and SOx has been conducted under the U.S. EPA acid
precipitation control program. In the 1990 CAA Amendments (CAAA), Title IV was to reduce emissions
of SO, and NOx from fossil fuel-burning power plants to protect ecosystems suffering damage from acid
deposition and to improve air quality. The National Acid Precipitation Assessment Program (NAPAP) has
periodically assessed and reported to Congress on the implementation of the Acid Rain Program, recent
scientific knowledge surrounding acid deposition and its effects, and the reduction in acid deposition
necessary to prevent adverse ecological effects. These assessments were to be reported to Congress
quadrennially, beginning in 1996. The most recent in this series of reports is the National Acid
Precipitation Assessment Program Report to Congress: An Integrated Assessment that was submitted to
Congress in 2005 (NAPAP, 2005).

The 1990 CAAA also required U.S. EPA to conduct a study on the feasibility and effectiveness of
an acid deposition standard or standards to protect “sensitive and critically sensitive aquatic and terrestrial
resources.” In 1995, the U.S. EPA submitted to Congress its report titled Acid Deposition Standard
Feasibility Study: Report to Congress (U.S. EPA, 1995a) in fulfillment of this requirement. The Acid
Deposition Standard Feasibility Study Report to Congress concluded establishing acid deposition
standards for S and N deposition may at some point in the future be technically feasible although
appropriate deposition loads for these acidifying chemicals could not defined with reasonable certainty at
that time.

1.3. History of the Current Review

U.S. EPA’s National Center for Environmental Assessment in Research Triangle Park, NC
announced the official initiation of the current periodic review of air quality criteria for NOx on
December 9, 2005 (70 FR 73236), and for SOx on May 15, 2006 (71 FR 28023), with a call for
information. A workshop to inform the Agency’s review of the secondary standards for these two
pollutants was held on July 17-19, 2007 (72 FR 11960). The first ISA external review draft was published
in December 2007 (72 FR 72719) and reviewed by CASAC at a public meeting on April 2-3, 2008. The
second ISA external review draft was published in August 2008 (73 FR 46908) and reviewed by the
CASAC at a public meeting on October 1-2, 2008. This final ISA (December 2008) includes revisions to
address comments from CASAC and the public.

1-4



1.4. Development of the Integrated Science Assessment

An extensive search and review of the literature is the initial step in preparing the ISA. Additional
publications were identified by U.S. EPA scientists in a variety of disciplines. In addition to peer-reviewed
literature, previous U.S. EPA reports and materials identified in reviewing reference lists were examined.
Further publications have been identified through the peer review process by CASAC, other experts, and
the public. The focus of this ISA is on literature published since the 1993 NOx AQCD and the 1982 SOy
AQCD. Key findings and conclusions from the 1993 and 1982 reviews are discussed in conjunction with
recent studies. In addition, analyses of air quality and emissions data, and studies on atmospheric
chemistry, transport, and fate of these emissions were scrutinized.

Emphasis was placed on studies that evaluated effects near ambient levels and studies that consider
NOx and SOy as components of a complex mixture of air pollutants. Studies conducted in any country
that contribute significantly to the knowledge base were considered for inclusion. In evaluating
quantitative exposure-response relationships, emphasis was placed on findings from studies conducted in
the U.S. and Canada as having ecological and climatic conditions most relevant for review of the
NAAQS. In assessing the relative scientific quality of studies reviewed here and to assist in interpreting
the findings, the following were considered:

1. To what extent are the aecrometric data/exposure metrics of adequate quality and sufficiently
representative to serve as credible exposure indicators?

2. Were the study populations well-defined and adequately selected to allow for meaningful
comparisons between study groups?

3. Were the ecological assessment endpoints reliable and policy-relevant?
4. Were the statistical analyses used appropriately and properly performed and interpreted?

5. Were likely important covariates (e.g., potential confounders or effect modifiers) adequately
controlled or taken into account in the study design and statistical analyses?

6. Were the reported findings consistent, biologically plausible, and coherent in terms of consistency
with other known facts?

These guidelines provide benchmarks for evaluating various studies and for focusing on the highest
quality studies in assessing the body of environmental effects evidence. Detailed critical analysis of all
NOx and SOy environmental effects studies, especially in relation to the above considerations, is beyond
the scope of the ISA and Annexes. Studies providing qualitative or quantitative information on exposure-
response relationships for the environmental effects associated with current ambient air concentrations of
NOx and SOx or deposition levels likely to be encountered in the U.S. were considered most relevant.

1.5. Organization of the Integrated Science Assessment

This ISA has four chapters. Chapter 1 provides background information on the purpose of the
document, explains how policy-relevant scientific studies are identified and selected for inclusion, and
introduces the causality framework used in U.S. EPA’s assessments. Chapter 2 presents fundamental and
applied atmospheric science data to support assessing the environmental exposures and effects associated
with N and S oxides. Information relevant to the review of the welfare effects of NOx and SOx s
integrated and evaluated in Chapter 3. Findings are organized into three categories: ecological effects of
acidification, ecological effects of N nutrient pollution, and other welfare effects, which address several
minor welfare effects, including gas-phase foliar toxicity and the role of S in Hg methylation. Finally,
summary and conclusions are found in Chapter 4. Supplementary Annexes provide additional details.
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1.6. Causality Framework

U.S. EPA uses a two-step approach to evaluate the scientific evidence on welfare effects of criteria
pollutants, similar to the approach it uses for health effects. The steps address two general policy-relevant
questions:

1. Given the total body of evidence, what, if any, are the welfare effects of NOx and SOx?
2. Can levels of exposure at which welfare effects of concern occur be defined?

The first step determines the weight of evidence in support of causation, and characterizes the
strength of any resulting causal classification. The second step includes further evaluation of the
quantitative evidence with respect to concentration-response relationships and the levels, duration, and
pattern of exposures at which effects are observed.

The most widely cited aspects of causality in public health were articulated by Sir Austin Bradford
Hill (1965), and have been widely used (e.g., [ARC, 2006; Samet and Bodurow, 2008). Several
adaptations of the Hill aspects have been used in aiding causality judgments in the ecological sciences
(Adams, 2003; Buck et al., 2000; Collier, 2003; Fox, 1991; Gerritsen et al., 1998). Based on these
adaptations, the U.S. EPA uses eight aspects in judging causality (see Table 1-1). The broad national scale
of this assessment differs from the site-specific scale of ecological assessment for which applications of
the Hill aspects have been published. The following aspects were developed to meet the scope of this
ISA:

Table 1-1. Aspects to aid in judging causality.

= CONSISTENCY of the observed association. The inference of causality is strengthened when the
same association between agent and effect is observed across similar, independent studies. The
reproducibility of findings constitutes one of the strongest arguments for causality. If there are
discordant results among comparable investigations, possible reasons such as differences in
exposure, confounding factors, and the power of the study are considered.

= STRENGTH of the observed association. The finding of large, well-demarcated effects increases
confidence that the association is causal. However, given a truly causal agent, a small magnitude
in the effect could follow from a lower level of exposure, a lower potency, or the prevalence of
other agents causing similar effects. While large effects support causality, modest effects,
therefore, do not preclude it.

= SPECIFICITY of the observed association. The effect is only observed after exposure to that agent,
and the agent produces only that effect. Hill (1965), and subsequent authors, consider specificity
a weak aspect. At the scale of ecosystems, as in epidemiology, complexity is such that single
agents causing single effects, and single effects following single causes, are extremely unlikely.
The absence of specificity cannot be used to exclude causality, especially at those scales.
However, if specificity can be demonstrated, as in some laboratory or other experimental studies,
it does add strong support to causality.

= TEMPORALITY of the observed association. Evidence of a temporal sequence between the
introduction of an agent and appearance of the effect constitutes another argument in favor of
causality.

=  GRADIENT. A clear exposure-response relationship (e.g., increasing effects associated with
greater exposure) strongly suggests cause and effect.
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=  PLAUSIBILITY. A credible ecological basis for the observed association adds strength to an
inference of causality. A proposed mechanistic linking between an effect, and exposure to the
agent, is an important source of support for causality, especially when data establishing the
existence and functioning of those mechanistic links are available. A lack of biological
understanding, however, is not sufficient reason to reject causality.

= EXPERIMENTAL evidence. Controlled exposure to the agents provides results that support the
proposed causal relationship. The practical limits on control as the number of potential interacting
factors increases are such that the most compelling experiments can only be conducted at the
scale of a laboratory, growth chamber, or, at most, mesocosm. Therefore, since a judgment of
causality derived from experimental evidence often cannot be extended very far beyond the scale
at which the experiment was conducted, experimental evidence is generally only one element of
the information that comes to bear in determining causality at the ecosystem, regional, or greater
scales.

= COHERENCE. Given the scale and complexity of the environment and of ecosystems,
determinations of causality are usually based on many lines of evidence, considered jointly.
Evidence may be drawn from a variety of experimental approaches (e.g., greenhouse, laboratory,
field) and subdisciplines of ecology (e.g., community ecology, biogeochemistry,
paleological/historical reconstructions). The coherence of the available sources is a critical aspect
of assessing the strength of a causal association. The coherence of evidence from various fields,
and at various scales, greatly adds to the strength of an inference of causality.

While these aspects provide a framework for assessing the evidence, they are not simple formulas
or fixed rules of evidence leading to conclusions about causality (Hill, 1965). The aspects in Table 1-1
cannot be used as a strict checklist, but rather to determine the weight of the evidence for inferring
causality. In particular, the absence of one or more of the aspects does not automatically exclude a study
from consideration (e.g., see discussion in CDC, 2004). For example, one cannot simply count the
number of studies reporting statistically significant or nonsignificant results, and reach credible
conclusions about the relative weight of the evidence and the likelihood of causality. Rather, the aspects
are an important part of the assessment, whose goal is to produce an objective appraisal of the evidence,
and is informed by peer and public comment and advice, including weighing of alternative views on
controversial issues.

1.6.1. First Step: Determination of Causality

In this ISA, U.S. EPA evaluated publications available since the previous NAAQS reviews. This
evaluation builds upon evidence available and conclusions drawn in the previous reviews to draw
conclusions on the causal relationships between relevant pollutant exposures and welfare outcomes. A
five-level hierarchy is used to classify the weight of evidence for causation, as assessed by the reviewing
group with input from peers, CASAC, and the public. After integration of the evidence from all relevant
disciplines or types of studies (laboratory studies, ecosystem experiments, simulation models and
observational studies), the weight of evidence in support of causality is expressed using one of the five
descriptors (see Table 1-2). In this multi-pollutant assessment, the effects may be due to a combination of
pollutants (e.g., in acidifying deposition or N deposition). To the extent possible, U.S. EPA will identify
the pollutants that are “significant contributing factors” to the relationship being evaluated.
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Table 1-2. Weight of evidence for causal determination.

Relationship Description

Causal relationship Evidence is sufficient to conclude that there is a causal relationship between relevant pollutant exposure
and the outcome. Causality is supported when an association has been observed between the pollutant
and the outcome in studies in which chance, bias, and confounding could be ruled out with reasonable
confidence. Controlled exposure (laboratory or small- to medium-scale field studies) provides the
strongest evidence for causality, but the scope of inference may be limited. Generally, determination is
based on multiple studies conducted by multiple research groups, and evidence that is considered
sufficient to infer a causal relationship is usually obtained from the joint consideration of many lines of
evidence that reinforce each other.

Likely to be a causal Evidence is sufficient to conclude that there is a likely causal association between relevant pollutant

relationship exposures and the outcome. That is, an association has been observed between the pollutant and the
outcome in studies in which chance, bias and confounding are minimized, but uncertainties remain. For
example, field studies show a relationship, but suspected interacting factors cannot be controlled, and
other lines of evidence are limited or inconsistent. Generally, determination is based on multiple studies
in multiple research groups.

Suggestive of a causal Evidence is suggestive of an association between relevant pollutant exposures and the outcome, but

relationship chance, bias and confounding cannot be ruled out. For example, at least one high-quality study shows an
association, but the results of other studies are inconsistent.

Inadequate to infer a causal The available studies are of insufficient quality, consistency or statistical power to permit a conclusion

relationship regarding the presence or absence of an association between relevant pollutant exposure and the
outcome.

Suggestive of no causal Several adequate studies, examining relationships between relevant exposures and outcomes, are

relationship consistent in failing to show an association between exposure and the outcome at any level of exposure.

1.6.2. Second Step: Evaluation of Ecological Response

Beyond judgments regarding causality are questions relevant to characterizing exposure
concentration response and risk to ecosystems (e.g., the levels and loads of pollution at which ecological
effects occur). Such questions include:

1. What elements of the ecosystem (e.g., types, regions, taxonomic groups, populations, functions)
appear to be affected, and/or are more susceptible to effects?

2. Under what exposure conditions (amount or concentration, duration and pattern) are effects seen?
3. What is the shape of the concentration-response or exposure-response relationship?

Causal and likely causal claims typically characterize how the probability of ecological effects
changes in response to exposure. The ecological scale at which those quantitative considerations are valid
is a concern. Initially, responses are evaluated within the range of observation, but ecological data for
concentration-response analyses are often not available at the national or even regional scale. They are,
therefore, typically presented site by site. Where greenhouse or animal ecotoxicological studies are
available, they may be used to aid in characterizing concentration-response relations, particularly those
relative to mechanisms of action and characteristics of sensitive biota.



Chapter 2. Source to Deposition

This chapter provides fundamental and applied atmospheric science data to support assessing the
environmental exposures and effects associated with N and S oxides. More specifically, these data relate
to N and S emissions sources and rates, atmospheric transformation and transport, total atmospheric
loadings, measurement and modeling techniques, and deposition issues relevant to this review of the
NAAQS. These data are prologue for the detailed descriptions of the evidence of environmental effects
from N and S oxides that follow in Chapter 3, and a source of information to help interpret those effects
when integrated with these data on atmospheric concentrations and exposures.

2.1. Introduction

As noted in Chapter 1, the definition of NOx appearing in the NAAQS enabling legislation differs
from the one used by atmospheric scientists and air quality control experts. The atmospheric sciences
community defines NOx as the sum of NO and NO,. However, in the Federal Register Notice (FRN)
(October 8, 1996) for the “National Ambient Air Quality Standards for NO,: Final Rule” (61 FR 52852),
the term “nitrogen oxides” was used to “describe the sum of NO, NO,, and other oxides of nitrogen.” This
ISA uses the legal, rather than the technical definition; hence, the terms “oxides of nitrogen” and
“nitrogen oxides” here refer to all forms of oxidized N compounds, including NO, NO,, and all other
oxidized N-containing compounds transformed from NO and NO,." Additionally, because some of the
constituent members of the NOx family of chemical species interact with particulate-phase chemical
species and change phase themselves, the chemistry, concentrations, and deposition of particulate N
compounds are also considered in this assessment.

Oxides of sulfur (SOx) is defined here to include sulfur monoxide (SO), sulfur dioxide (SO, [the
largest component of SOx and the U.S. EPA Criteria Air Pollutant]), sulfur trioxide (SO3), and disulfur
monoxide (S,0). Of these, only SO, is present in the lower troposphere at concentrations relevant for
environmental considerations. Moreover, some gas-phase sulfur oxides interact with particles and change
phase themselves, just as do some constituent members of the N family of gas-phase chemical species;
hence, particulate-phase S compounds are also assessed here.

NH; is included in this ISA both because its oxidation can be a minor source of NOx and because it
is the precursor for ammonium ion (NHy"), which plays a key role in neutralizing acidity in ambient
particles produced from NO, and SO, and in cloud, fog, and rain water. (NH; and NH," are conventionally
grouped together under the category label NHx.) Excess NHj is also an actor in nitrification of aqueous
and terrestrial ecosystems, participating alone and together with NOx in the N cascade (Galloway et al.,
2003). Additionally, NHj; is involved in the ternary nucleation of new particles and reacts with gas-phase
HNO; to form ammonium nitrate (NH4NO3), a major component of N deposition in many areas of the
contiguous U.S. (CONUS).

! This follows usage in the Clean Air Act, Section 108(c): “Such criteria [for oxides of nitrogen] shall include a discussion of nitric and nitrous
acids, nitrites, nitrates, nitrosamines, and other carcinogenic and potentially carcinogenic derivatives of oxides of nitrogen.” (U.S. Code 1970a)
By contrast, within the air pollution research and control communities, the terms “oxides of nitrogen” and “nitrogen oxides” are restricted to refer
only to the sum of NO and NO,, and this sum is commonly abbreviated as NOx. The category label used by this air pollution research and control
community for the sum of all oxidized N compounds, including those listed in Section 108(c), is NOy.
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2.2. Sources and Emissions of Tropospheric NOx

Tropospheric NOyx emissions sources can be anthropogenic, resulting from human activity, or

biogenic and natural, resulting from the activity of non-human organisms, though sometimes with the
addition of human activities, as with production from livestock or agriculture, and from other smaller
miscellaneous non-biological sources. However, anthropogenic sources contribute substantially more

mass than biogenic ones. The anthropogenic and biogenic sources of NOx are described in detail and their
emissions totals are provided below.

2.2.1. Major Anthropogenic Sources

Anthropogenic NOx emissions are dominated by fossil fuel combustion sources that release NOx
predominantly in the form of NO with variable amounts of NO,. In 2002, anthropogenic NOx emissions
in the U.S. totaled 23.19 teragram/year (Tg/yr). Table 2-1 lists fractions and totals from anthropogenic
NOx sources collected for the 2002 National Emissions Inventory (NEI) (U.S. EPA, 2006a).

Table 2-1. Emissions of NOx, NH;, and SO; in the U.S. by source and category, 2002.
2002 Emissions (Tglyr) NOx! NHs SO: 2002 Emissions (Tglyr) NOx' NHs SO:
Total All Sources 2319 4.08 16.87 Liquid Waste 0.01
Fuel Combustion Total 911 0.02 1447 Other 0.04
Fuel Combustion Electrical Utilities 516 <0.01 11.31 Internal Combustion 115 <0.01 0.01
Coal 450 <0.01 10.70  Fuel Combustion Other 0.80 <0.01 0.63
Bituminous 2.90 8.04  Commercial / Institutional Coal 0.04 <0.01 0.16
Subbituminous 142 214 Commercial / Institutional Oil 0.08 <0.01 0.28
Anthracite & Lignite 0.18 051  Commercial / Institutional Gas 025 <0.01 0.02
Other <0.01 Misc. Fuel Combust. (Exc. Resident.) 0.03 <0.01 0.01
Qil 014 <0.01 0.38 Residential Wood 0.03 <0.01
Residual 0.13 0.36 Residential Other 0.36 0.16
Distillate 0.01 0.01 Distillate Oil 0.06 0.15
Gas 0.30 <0.01 0.01 Bituminous/Subbituminous 0.26 <0.01
Natural 0.29 Other 0.04 <0.01
Process 0.01 Industrial Process Total 110 021 154
Other 005 <0.01 021  Chemical & Allied Product Mfg 012 002 0.36
Internal Combustion 017 <0.01 0.0 Organic Chemical Mfg 0.02 <0.01 0.01
Fuel Combustion Industrial 315 <0.01 253 Inorganic Chemical Mfg 001 <0.01 018
Coal 049 <001 1.26 Sulfur Compounds 0.17
Bituminous 0.25 0.70 Other 0.02
Subbituminous 0.07 0.10 Polymer & Resin Mfg <0.01 <0.01 <0.01
Anthracite & Lignite 0.04 0.13 Agricultural Chemical Mfg 005 002 0.05
Other 0.13 0.33 Ammonium Nitrate/Urea Mfg. <0.01
Qil 019 <0.01 0.59 Other 0.02
Residual 0.09 0.40 Paint, Varnish, Lacquer, Enamel Mfg 0.00 0.00
Distillate 0.09 0.16 Pharmaceutical Mfg 0.00 0.00
Other 0.01 0.02 Other Chemical Mfg 003 <0.01 012
Gas 116 <0.01 052  Metals Processing 0.09 <0.01 0.30
Natural 0.92 Non-Ferrous Metals Processing 0.01 <0.01 017
Process 0.24 Copper 0.04
Other <0.01 Lead 0.07
Other 016 <0.01  0.15 Zinc 0.01
Wood/Bark Waste 0.1 Other <0.01
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2002 Emissions (Tglyr) NOx' NH; SO 2002 Emissions (Tglyr) NOx' NH; SO
Ferrous Metals Processing 0.07 <0.01 011  Highway Vehicles 809 032 0.30
Metals Processing 0.01 <0.01 0.02 Light-Duty Gas Vehicles & Motorcycles 238 0.20  0.10

Petroleum & Related Industries 016 <0.01 0.38 Light-Duty Gas Vehicles 2.36 0.10
Oil & Gas Production 0.07 <0.01 0.1 Motorcycles 0.02 0.00
Natural Gas 0.11 Light-Duty Gas Trucks 154 010 0.07
Other 0.01 Light-Duty Gas Trucks 1 1.07 0.05
Petrol. Refineries & Related Industries 0.05 <0.01 0.26 Light-Duty Gas Trucks 2 047 0.02
Fluid Catalytic Cracking Units <0.01 0.16 Heavy-Duty Gas Vehicles 044 <0.01 0.0
Other <0.01  0.07 Diesels 373 <0.01 012
Asphalt Manufacturing 0.04 0.01 Heavy-Duty Diesel Vehicles 3.71

Other Industrial Processes 054 005 046 Light-Duty Diesel Trucks 0.01
Agriculture, Food, & Kindred Products 0.01 <0.01 0.01 Light-Duty Diesel Vehicles 0.01
Textiles, Leather, & Apparel Products <0.01 <0.01 <0.01  Off-Highway 449 <001 046
Wood, Pulp & Paper, Publish. Prods. 0.09 <0.01 0.10 Non-Road Gasoline 0.23 <0.01 0.01
Rubber & Misc. Plastic Products <0.01 <0.01 <0.01 Recreational 0.01
Mineral Products 042 <0.01 0.33 Construction 0.01
Cement Mfg 0.24 0.19 Industrial 0.01
Glass Mfg 0.01 Lawn & Garden 0.10
Other 0.10 0.09 Farm 0.01
Machinery Products <0.01 <0.01 <0.01 Light Commercial 0.04
Electronic Equipment <0.01 <0.01 <0.01 Logging <0.01
Transportation Equipment <0.01 <0.01 Airport Service <0.01
Miscellaneous Industrial Processes 0.01 005 0.02 Railway Maintenance <0.01

Solvent Utilization 0.01 <0.01 <0.01 Recreational Marine Vessels 0.05
Degreasing <0.01 <0.01 <0.01 Non-Road Diesel 176 <0.01 0.22
Graphic Arts <0.01 <0.01 <0.01 Recreational 0.00
Dry Cleaning <0.01 <0.01 <0.01 Construction 0.84
Surface Coating <0.01 <0.01 <0.01 Industrial 0.15
Other Industrial <0.01 <0.01 <0.01 Lawn & Garden 0.05
Nonindustrial <0.01 Farm 0.57
Solvent Utilization <0.01 Light Commercial 0.08

Storage & Transport <0.01 <0.01 0.01 Logging 0.02
Bulk Terminals & Plants <0.01 <0.01 <0.01 Airport Service 0.01
Petrol. & Petrol. Product Storage <0.01 <0.01 <0.01 Railway Maintenance <0.01
Petrol. & Petrol. Product Transport <0.01 <0.01 <0.01 Recreational Marine Vessels 0.03
Service Stations: Stage |l <0.01 <0.01 Aircraft 0.09 0.01
Organic Chemical Storage <0.01 <0.01 <0.01 Marine Vessels 1.1 0.18
Organic Chemical Transport 0.01 <0.01 Diesel 1.1
Inorganic Chemical Storage <0.01 <0.01 <0.01 Residual Oil
Inorganic Chemical Transport <0.01 <0.01 Other
Bulk Materials Storage 0.01 <0.01 <0.01 Railroads 0.98 0.05

Waste Disposal & Recycling 017 014 0.03 Other 0.32 <0.01 0.00
Incineration 0.06 <0.01 0.02 Liquefied Petroleum Gas 0.29
Industrial Compressed Natural Gas 0.04
Other <0.01  Miscellaneous 039 353 0.10
Open Burning 0.10 <0.01 <0.01 Agriculture & Forestry <0.01 345 <0.01
Industrial <0.01 Agricultural Crops <0.01
Land Clearing Debris Agricultural Livestock 2.66
Other <0.01 Other Combustion 0.08 0.0
Public Operating Treatment Works <0.01 0.4 <0.01 Health Services
Industrial Waste Water <0.01 <0.01 <0.01 Cooling Towers
Treatment, Storage, Disposal Facility <0.01 <0.01 <0.01 Fugitive Dust
Landfills <0.01 <0.01 <0.01 Other
Industrial <0.01 Natural Sources 310 0.03
Other <0.01 . .

Girer DO 0T 001 e s 8 o

Transportation Total 1258 032 0.76
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Of this total, emissions from all types of transportation accounted for ~56% of NOx, or 12.58 Tg,
with on-road highway vehicles representing the major mobile source component, 8.09 Tg. Roughly one-
half of these on-road emissions have diesel engine sources and one-half have gasoline engine sources.
(Sawyer et al. [2000] reviewed in detail the factors associated with NOx emissions by mobile sources.)
The next largest source category, electric-generating utilities (EGUs), accounted for ~22%, or 5.16 Tg of
total NOy in 2002. Stationary engines, non-road vehicles, and industrial facilities also emit NOx, but
because they are fewer in number or burn less fuel, their mass contributions to total NOx are less than
transportation and EGUs.

The values in Table 2-1 are U.S. national averages and so may not reflect differences in the relative
contributions of NOx sources to ambient mass loadings at any particular location; hence, these values are
not likely to be useful predictors of any particular localized environmental exposures to NOx. As a partial
refinement of scale, county-level NOx emissions are depicted in Figure 2-1." A further refinement appears
in Figure 2-2, where the same 2001 NOyx emissions data are plotted as area-normalized intensities in tons
per square mile. This normalized emissions intensity base is also used to show the separate contributions
from EGUs and on-road mobile sources in Figures 2-3 and 2-4, respectively.

2001 County Emissions (1000 Tons per Year) of Nitragen Oxides

0 >0-0.54 0.54-12 1.2-2.5
2.5-6 | PR M ;.

Source: U.S. EPA (2006a)

Figure 21. 2001 county-level total U.S. NOx (NO and NO,) emissions.'

! Range values: White, 0 or no reported value; Blue, from the smallest non-zero to the 10" percentile value; Green, from above the 10" to the 25"
percentile; Yellow, from above the 25" to the 50™ percentile; Pink, from above the 50" to the 75" percentile; Red, from above the 75" to the 90™
percentile; Brown, from above the 90" percentile to the highest reported value.
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2001 County Emissions Density (Tons per sq.mi.) of Nitrogen Oxides

o *0-0.79 0.79-18 1.6~4.1
a1-10 o0 0.
Source: US EPA Office of Ar and Radiotion, NEI Database Thursday. July 10, 2008

Source: U.S. EPA (2006a)

Figure 2-2. 2001 county-level total U.S. NOx (NO and NO;) emissions densities (tons per square mile). !

bed
“u
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2001 County Emissions Density (Tons per sq.mi.) of Mitrogen Oxides
] *0=0.0022 0.0022-0.025 0.025-0.3

0.3-5.4 [Py . .
Source: U.S. EPA (2006a)

Figure 2-3. 2001 county-level total U.S. NOx (NO and NO;) emissions densities (tons per square mile) from
electric-generating utilities (EGUs). !

! Range values: White, 0 or no reported value; Blue, from the smallest non-zero to the 10" percentile value; Green, from above the 10" to the 25"
percentile; Yellow, from above the 25" to the 50™ percentile; Pink, from above the 50" to the 75" percentile; Red, from above the 75" to the 90"
percentile; Brown, from above the 90" percentile to the highest reported value.
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2001 County Emissions Density (Tons per sq.mi.) of Nitrogen Oxides

o *0-0.2 0.2-0.65 0.65-1.7
1.7=4.1 - 4.1=10 - 10+

Source: U.S. EPA (2006a)

Figure 2-4. 2001 county-level total U.S. NOx (NO and NO;) emissions densities (tons per square mile) from
on-road mobile sources.

Emissions of NOx from combustion are derived from both fuel N and atmospheric N. Combustion-
zone temperatures >~1300 K are required to fix atmospheric N, by the reaction.

N, + 0, —>2NO

Reaction 1

Below this temperature, NO can be formed from fuel N by the reaction

C,H,O.N, + O, —— xCO, + yH,O0 + zZNO

Reaction 2

Both Reaction 1 and Reaction 2 have temperature dependencies and vary with concentrations of hydroxyl
radical (OH), hydroperoxy radical (HO,), and O,.

The N content in fossil fuels and its specific chemical form vary strongly with source type, fuel,
engine emissions controls, and running conditions. N content in fuel stocks ranges from 0.05% by weight
(wt %) in light distillates such as diesel fuel (Samet and Bodurow, 2008) to 1.5 wt % in heavy fuel oils,
and from 0.5 to 2.0 wt % in coal, as surveyed by the United Kingdom (U.K. AQEG, 2004) Air Quality
Expert Group.

On-road mobile source emissions constitute the largest type of emissions from all transportation
sources. Significant variability attaches to these emissions. For example, the ratio of NO, to total NOx in

! Range values: White, 0 or no reported value; Blue, from the smallest non-zero to the 10" percentile value; Green, from above the 10" to the 25"
percentile; Yellow, from above the 25" to the 50™ percentile; Pink, from above the 50" to the 75" percentile; Red, from above the 75" to the 90™
percentile; Brown, from above the 90" percentile to the highest reported value.
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exhaust gases in primary emissions ranges from 1 to 3% from gasoline engines tested on dynamometers
(Heeb et al., 2008; Hilliard and Wheeler, 1979). On the other hand, some European studies have reported
NO,-to-NOx ratios > 15% from gasoline vehicles based on integrated measurements from Tedlar bags
(Lenner, 1987; Soltic and Weilenmann, 2003). However, subsequent studies suggesting that NO-to-NO,
conversion will occur within a bag sample of diluted exhaust if not properly handled have led groups
performing these measurements to revise their measurement techniques to avoid use of Tedlar bag
samples (Alvarez et al., 2008). As a result, dynamometer-based measurements generally indicate that in
the absence of post-tailpipe transformation, NO, comprises, at most, only a few percent of the total NOx
in current-generation gasoline engine exhaust.

The emissions ratio of NO, to NOx ranges between 5 and 12% from heavy-duty diesel truck
engines, although some emission control devices used for diesel engines in Europe increase the fraction of
exhaust NOx emitted as NO, to >20% (Carslaw and Beevers, 2005; Carslaw, 2005; Carslaw and Carslaw,
2007; Kessler et al., 2006). In the U.S., on-road experiments with diesel engines propelling heavy buses
in congested urban areas like New York City have shown that engines equipped with emissions control
devices similar to those in the European studies increased the NO,-to-NOx ratio from ~10% before
addition of the new controls to ~30% after controls were added (Shorter et al., 2005). In a second type of
experiment in a different setting, Kittelson et al. (2006) used an on-road laboratory to sample exhaust
plumes of a truck equipped with the European-style emissions control device under highway cruise
conditions and found the NO,-to-NOx ratios for this exhaust under highway cruise conditions ranged
from 59 to 70%. The wide range revealed by comparing these two studies illustrates the significant
differences in NOx exhaust under different conditions of engine load and ambient temperature.

As for other combustion sources, NO,-to-NOx emissions ratios for compressed natural gas engines
range between 5 and 10%, and between 5 and 10% from most stationary sources. The NO,-to-NOx ratios
in emissions from turbine jet engines are as high as 35% during taxi and takeoff (U.S. EPA, 2006a).

In addition to NO and NO,, mobile sources emit other forms of oxidized N including nitrous acid
(HNO,); measured ratios of HNO, to NOx range from a low of 0.3% in the Caldecott Tunnel, San
Francisco, CA (Kirchstetter and Harley, 1996), up to as much as 0.5 and 1.0% in studies in the U.K.
(UK. AQEG, 2004).

Marine transport represents an additional source of NOyx in the U.S., especially for coastal cities
with large ports, but constitutes a larger source in Europe where it is expected to represent more than 60%
of land-based NOx sources (U.K. AQEG, 2004).

The anthropogenic sources of NOx are distributed with height such that some, like on-road mobile
sources, are nearer to ground level than others, like the emissions stacks from EGUs and some industrial
emitters. Emissions height is an important consideration because the prevailing winds aloft are generally
stronger than those at the surface. The result is that emissions from elevated sources can be distributed
over a wider area than those emitted at the surface and hence can be diluted to lower mixing ratios than
those emitted nearer their sources.

2.2.2. Major Biogenic Sources

2.2.2.1. Soils

Nitrification and denitrification processes in soils produce two gas-phase intermediates, NO and
N,O, which can evolve from soil microbes before reaching their reaction endpoint, N,. N,O is not among
the nitrogen oxides important for urban and regional air quality either for human health concerns or
environmental effects because its reaction potential on these spatio-temporal scales in the troposphere is
insignificant. As a result, NO from soil metabolism is the prime, but not exclusive, form of atmospheric
NOx from the biosphere relevant to this ISA.
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Biogenic NOx emissions are predominately the result of incomplete bacterial denitrification and
nitrification processes, as described above. Denitrification is a reduction process performed by particular
groups of heterotrophic bacteria having the ability to use nitrate ion (NO; ) as an electron acceptor during
anaerobic respiration, thereby converting NO;  in soils and water to gas-phase forms (Firestone and
Davidson, 1989). At low O, concentrations, these microbial communities may use NOs , nitrite (NO; ), or
N,O as alternative electron acceptors to O, (Davidson and Schimel, 1995).

The basic outlines of these reaction pathways are known, but uncertainty remains concerning the
conditions favoring production of the various products of the NO; transformations. Groups of aerobic
bacteria use most NH," in soils as an energy source, oxidizing it to NO, and then NO; . Oxidized N
products from nitrification may undergo denitrification and thus also drive production of NOx. Some
bacteria are known to be nitrifiers and denitrifiers and can change depending on environmental
conditions, including high loadings of exogenous N.

Soil emissions of NOx can be increased by agricultural practices and activities, including the use of
synthetic and organic fertilizers, production of N-fixing crops, cultivation of soils with high organic
content, and the application of livestock manure to croplands and pasture. All of these practices directly
add exogenous N to soils, of which a portion will then be converted to NO or N,O on the pathway to full
conversion to N,. Additionally, indirect additions of N to soils can also result in NOx emissions from
agricultural and non-agricultural systems. Indirect additions include processes by which atmospheric NOx
is deposited directly to a region or N from applied fertilizer or manure volatilizes to NH; and is oxidized
to NOx and then is ultimately re-deposited onto soils as NH4,NO;, HNOs, or NOx (U.S. EPA, 2006c).

N metabolism in soils is strongly dependent on soil substrate concentrations and physical
conditions. Where N is limiting, it is efficiently retained and little gas-phase N is released; where N is in
excess of demand, N emissions increase. As a consequence, soil NO emissions are highest from fertilized
agricultural lands and tropical soils (Davidson and Kingerlee, 1997; Williams et al., 1992). In addition,
temperature, soil moisture, and O, concentrations control both the rates of reaction and the partitioning
between NO and N,O. In flooded soils where O, concentrations are low, N,O is the dominant soil N gas;
as soils dry, more O, diffuses in and NO emissions increase. In very dry soils, microbial activity is
inhibited and emissions of both N,O and NO decrease.

Emission rates of NO from cultivated soils depend largely on fertilization levels and soil
temperature. Production of NO from agriculture results from the oxidation of NH; emitted both by
livestock and by soils after fertilization with NH,NO;. Estimates of biogenic N emissions are far less
certain than those of anthropogenic emissions sources. Uncertainty on the order of a factor of 3 or more is
introduced by the variation within biomes to which fertilizer is applied, such as between shortgrass and
tallgrass prairie for example (Davidson and Kingerlee, 1997; Williams et al., 1992; Yienger and Levy,
1995). The contribution of soil emissions to the global NOx budget is approximately 10% (Finlayson-Pitts
and Pitts, 2000; Seinfeld and Pandis, 1998; Van Aardenne et al., 2001), but NOx emissions from fertilized
fields are highly variable. Soil NO emissions can be estimated from the fraction of the applied fertilizer N
emitted as NOx, for example, but the flux depends strongly on land use type and temperature. Estimates
of globally averaged fractional-applied N lost as NO vary from a low of 0.3% (Skiba et al., 1997) up to
2.5% (Yienger and Levy, 1995).

The spatial scales of these N fluxes are also significant. Local contributions to soil NOx can be
much greater than the global average, particularly in summer, and especially where corn is grown
extensively. Approximately 60% of total NOx emitted by soils in the U.S. occurs in the central corn belt.
Nitrification of fertilizer NH;3 to NO; ™ in aerobic soils appears to be the dominant pathway to soil NOx
emissions, but the mass and chemical form of N applied to soils, the vegetative cover, the temperature and
soil moisture characteristics, and the agricultural practices such as tillage all influence the amount of
fertilizer N converted and released as NOx. On sub-national scales these emissions can be large and
highly variable. Williams et al. (1992) estimated that NOx from soils in Illinois was ~25% of the total
NOx emissions from industrial and commercial processes in that state. In lowa, Kansas, Minnesota,
Nebraska, and South Dakota—states with smaller human populations than Illinois—soil emissions may,
in fact, dominate the NOx budget.
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Emissions of NOx from soils often peak in summer when ozone (O3) formation is also at a
maximum. The significance of agricultural emission sources of NO and NH; among other air pollutants
was described in detail in a recent National Research Council report (NRC, 2002). That report
recommended immediate implementation of best management practices to control these emissions, and
called for additional research to quantify the magnitude of emissions and the effects of agriculture on air
quality. The effects of such changes in management practice can be dramatic: Civerolo and Dickerson
(1998) reported that the use of no-till cultivation techniques on a fertilized cornfield in Maryland reduced
NO emissions by a factor of 7.

2.2.2.2. Live Vegetation

Extensive work on N inputs from the atmosphere to forests was conducted in the 1980s as part of
the Integrated Forest Study, summarized by Johnson and Lindberg (1992b). As noted below and in
Chapter 4, our understanding of NO, exchange with vegetation suggests that NO, should be emitted from
foliage when ambient concentrations are below the compensation point of ~1 ppb. However, Lerdau et al.
(2000) noted that current understanding of the global distribution of NOy is not consistent with the large
source that would be expected in remote forests if NO, emissions were significant when atmospheric
concentrations were below the 1 ppb compensation point.

2.2.2.3. Biomass Burning

During biomass burning, N is derived mainly from fuel N and not from atmospheric N,, since
temperatures required to fix atmospheric N, are likely to be found only in the flaming crowns of the most
intense boreal forest fires. N is present in plants mostly as amine (NH,) groups in amino acids. During
combustion, N is released in many forms, mostly unidentified and presumably as N,, leaving very little N
remaining in the fuel ash. Emissions of NOx are estimated to be ~0.2 to 0.3% of the total biomass burned
(e.g., Andreae, 1991; Radke et al., 1991). The most abundant NOx species in biomass burning plumes is
NO, emissions of which account for ~10 to 20% of the total fuel N loadings (Lobert et al., 1991); other
N-containing species such as NO,, nitriles, and NH; together account for a similar amount. Westerling
et al. (2006) noted that the frequency and intensity of wildfires in the western U.S. increased substantially
since 1970, lending added importance to consideration of all NOx emissions from this sector.

2.2.2.4. Lightning

Annual global production of NO by lightning is the most uncertain source of atmospheric N. In the
last decade, literature values of the global average production rate ranged from 2 to 20 Tg N/yr. Most
recent estimates, however, are in the range of 3 to 8 Tg N/yr. This large and persistent uncertainty stems
from several factors: a wide range of as much as two orders of magnitude in NO production rates per
meter of flash length; uncertainty over whether cloud-to-ground (CG) and intracloud (IC) flashes produce
substantially different NO levels; the global average flash rate; and the ratio of IC to CG flashes.

Estimates of the NO concentration produced per flash have been made from theoretical
considerations (e.g., Price et al., 1997), laboratory experiments (e.g., Wang et al., 1998), and field
experiments (Huntrieser et al., 2002, 2007; Stith et al., 1999), and with a hybrid method of cloud-
resolving model simulations, observed lightning flash rates, and measurements of NO concentrations in
cloud anvils (DeCaria et al., 2000, 2005; Ott et al., 2007). A series of midlatitude and subtropical
thunderstorm events were simulated with the model of DeCaria et al. (2005) and the derived NO
production per CG flash was, on average, 500 moles/flash, while production per IC flash was
425 moles/flash on average (Ott et al., 2007). The hybrid method had earlier been used by Pickering et al.
(1998) who showed that only ~5 to 20% of the total NO produced by lightning in a given storm exists in
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the planetary boundary layer (PBL) at the end of a thunderstorm event, thereby reducing its importance as
a direct emissions source to the urban and regional troposphere.

2.2.3. Anthropogenic and Biogenic Sources of N20

N,O has an atmospheric lifetime (1) of ~114 years, resulting from its having effectively no
chemistry in the lower troposphere on urban and regional scales. The chief N,O loss pathway with a
quantum yield of ~1 is the photodissociation process

N,O —> N, + O(D)

Reaction 3

driven by the short wavelength UV present only in the stratosphere.

However, N,O is also a GHG with a global warming potential (GWP) on the conventional 100—
year time horizon of ~296; i.e., 1 molecule of N,O is nearly 300 times more effective at trapping heat in
the atmosphere than 1 molecule of carbon dioxide (CO,) over a 100—year period (IPCC, 2001b). The high
GWP of N,O results from its combination of direct and indirect radiative forcing climate effects in the
stratosphere. By comparison, the primary climate effects of NO and NO, are indirect and result from their
role in promoting the production of O3 (P(O;)) in the troposphere and, to a lesser degree, in the lower
stratosphere where NOx has positive radiative forcing effects. Additional complications for calculating
NOx GWPs ensue owing to the fact that NOx emissions from high-altitude aircraft are also likely to
decrease methane (CH,4) concentrations, a negative radiative forcing effect (IPCC, 1996), and that
particulate nitrate (pNO; ) transformed from NOx also has negative radiative forcing effects. U.S. EPA
does not calculate GWPs for total NOx or for SOx or for the other atmospheric constituents for which no
agreed-upon method exists to estimate the contributions from these gases that are short-lived in the
atmosphere, have strong spatial variability, or have only indirect effects on radiative forcing.

Thus, because there are no tropospheric reactions or effects to consider, N,O is not a significant
component of NOx for this ISA review of the NOx and SOx secondary effects related to the NAAQS.
However, the role of N,O as an intermediate product along with NO from the complex soil metabolism
described in Section 2.2.2.1 means that a brief description of its emissions strengths and its component
part of the total budget of U.S. GHGs will be useful, and so appears just below.

N,O is a contributor to the total U.S. GHG budget, with 6.5% of total GHG on a Tg CO,
equivalents basis (CO,e) in 2005 (U.S. EPA, 2007b). CO,, by comparison, accounted for 83.9% in the
same year, and CH, for 7.4% (U.S. EPA, 2007b). Although atmospheric concentrations of N,O have
increased globally by ~18% to a current value of ~315 ppb due to western industrialization since the year
1750 C.E. (Hofmann et al., 2004), there is considerable interannual variation in N,O emissions which
remains largely unexplained (IPCC, 2001a). N,O emissions in the U.S., for example, decreased by 2.8%,
or 13.4 Tg COye, between 1990 and 2005 (U.S. EPA, 2007a).

N,O is produced by biological processes occurring in the soil and water, as described in
Section 2.2.2 above, and by a variety of anthropogenic activities in the agricultural, energy, industrial, and
waste management sectors. The chief anthropogenic activities producing N,O in the U.S. are agricultural
soil management, fuel combustion in motor vehicles, manure management, production of adipic acid
(nylon) and HNO;, wastewater treatment, and stationary fuel combustion.

N,O emissions from anthropogenic activities in the U.S. were 386.7 Tg CO,e/yr between 1990 and
2004 (U.S. EPA, 2007a). These emissions resulted from the fuel combustion, industrial practices, and
stimulation of biogenic sources through agricultural practices listed above. In 2005, N,O emissions from
mobile sources were 38.0 Tg CO,e, or ~8% of the U.S. N,O emissions total (U.S. EPA, 2007a). In the
period between 1990 and 1998, control technologies on mobile sources reduced on-road vehicle NO and
NO, emissions at the expense of increasing N,O emissions by 10%. The overall reduction in N,O mobile
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source emissions between 1998 and 2005 (when totals were last available), however, has been 13% owing
to more efficient controls used after 1998.

Biogenic production of N,O stimulated through soil management accounted for >75% of all U.S.
N,O emissions in 2005 (U.S. EPA, 2007a). N,O emissions from these sources have shown no significant
long-term trend because the biogenic emitters are highly sensitive to the concentrations and forms of N
applied to soils, and these applications have been largely constant (U.S. EPA, 2007a).

Aquatic sources of N,O may also be stimulated by environmental conditions. In some ocean areas,
large areas of surface water can become depleted in O,, allowing active denitrification in open water, and
potentially increasing N,O emissions as described in Section 2.2.2. In addition, oceanic N,O can also
arise from denitrification in marine sediments, particularly in nutrient-rich areas like estuaries.

2.3. Sources and Emissions of Tropospheric SOx

Emissions of SO,, the chief component of SOy, are due mostly to combustion of fossil fuels by
EGUs and industrial processes, with transportation-related sources making smaller but significant
contributions.

2.3.1. Major Anthropogenic Sources

Table 2-1 shows that for 2002, fossil fuel combustion at EGUs accounted for ~66% of total SO,
emissions in the U.S., or 11.31 Tg of the total 16.87 Tg. All transportation sources accounted for ~5% of
the total U.S. SO, emissions in 2002, or 0.76 Tg. On-road vehicles produced ~40% of the transportation-
related total SO, emissions in 2002, with off-road diesel and marine traffic together accounting for the
remainder. Thus, most SO, emissions originate from point sources having well-known locations and
identifiable fuel streams.

Since nearly all S in fuels is released in volatile components, either SO, or SOs, during combustion,
total S emissions from these point sources can be computed from the known S content in fuel stocks with
greater accuracy than can total NOx emissions from point sources. However, just as for the NOx
emissions totals described above, total SOx emissions estimates are national-scale averages and so cannot
accurately reflect the contribution of local sources to selected environmental exposures to SOx at specific
locations and times. To refine those national estimates, county-level average SO, emissions for 2001 are
shown in Figure 2-5; and normalized emissions intensities per square mile like those shown above for
NOx are shown for SO, in Figure 2-6.

Figure 2-6 illustrates the west-to-east increasing gradient in SO, emissions densities, with most
counties east of the Mississippi River in warmer colors (greater emissions densities) than most counties in
the West. The upper end of the SO, emissions density distribution represented here includes many
counties in the eastern U.S.—primarily in the Ohio River Valley—with 2001 SO, emissions densities
significantly greater than 20. Examples of these high densities (in tons per square mile) are Hillsborough
County, FL, 80; Grant County, WV, 156; Indiana County, PA, 190; Washington County, OH, 273; and
Armstrong County, PA, 292. In these counties, SO, emissions were due mostly to EGU fuel combustion,
as shown in Table 2-2. For the non-EGU emissions densities and the total SO, densities in Figure 2-6, the
upper end of the density distribution compresses a wide range; see Table 2-2. Thus, for the five counties
considered above, non-EGU emissions were <5% of total SO, emissions in Washington County, OH,
and <1% in Indiana County, PA, Armstrong County, PA, and Grant County, WV. Hillsborough County,
FL, is an exception, where 17% of the 2001 SO, emissions density came from non-EGU sources, the
largest of which was chemical and allied product manufacturing.
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2001 County Erissiens (1000 Tons per Year) of Sulfur Dioxide

o] >0-0.05 0.05-0.11 0.11-0.31
0.31=1.5 - 1.5=12 - 12+
Source: U.S. EPA (2006a)

Figure 2-5. 2001 county-level total U.S. SO, emissions.!

2001 County Emissions Density (Tons per sq.mi.) of Sulfur Dioxide

0 +0-0.069 0.069-0.17 0.17-0.54
0.54=-2.7 - 2.7=20 - 20+

Source: U.S. EPA (2006a)

Figure 2-6. 2001 county-level total U.S. SO; emissions densities (tons per square mile).!

'Range values: White, 0 or no reported value; Blue, from the smallest non-zero to the 10" percentile value; Green, from above the 10™ to the 25"
percentile; Yellow, from above the 25" to the 50™ percentile; Pink, from above the 50" to the 75" percentile; Red, from above the 75" to the 90"
percentile; Brown, from above the 90" percentile to the highest reported value.
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2001 County Emissions Density (Tons per sq.mi.) of Sulfur Dioxide

0 >0—-0.000088 0.000088-0.0011 0.0011-0.045
0.045-13 - 13-57 - 57+

Source: U.S. EPA (2006a)

Figure 2-7. 2001 county-level SO, emissions densities (tons per square mile) from EGUs. !

Although on-road mobile sources in 2001 contributed <5% to SO, emissions totals on the national
scale, their fraction of county-level emissions densities varies widely. Generally, however, on-road mobile
source SO, emissions reflect the west-to-east increasing gradient in the densities of both total SO,
emissions and U.S. population, as shown in Figure 2-8. In areas such as Wayne County, MI, and Bronx
County, NY, for example, 2001 SO, emissions densities from on-road mobile sources were 3 and 8.8 tons
per square mile out of totals of 98 and 160 tons per square mile, total SO,, respectively. In other areas like
Dallas County, TX, and DeKalb County, GA, however, the on-road fraction of total SO, emissions
densities in 2001 was substantially greater: 1.5 out of the total 4.1 tons per square mile in Dallas County,
and 3.5 out of the total 6.5 tons per square mile in DeKalb County.

Table 2-2. Total and non-EGU SO emissions densities for selected U.S. counties, 2001.
County S0: Emissions Density (tons/mile?) Non-EGU Emissions Density Fraction (%)
Hillsborough, FL 80 17
Grant, WV 156 <1
Indiana, PA 190 <1
Washington, OH 273 <5
Armstrong, PA 292 <1

'Range values: White, 0 or no reported value; Blue, from the smallest non-zero to the 10™ percentile value; Green, from above the 10" to the 25"
percentile; Yellow, from above the 25" to the 50™ percentile; Pink, from above the 50™ to the 75" percentile; Red, from above the 75" to the 90™
percentile; Brown, from above the 90" percentile to the highest reported value.
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2001 County Emissions Density {Tons per sq.mi.) of Sulfur Dioxide

0 *0-0.0065 0.0065-0.022 0.022-0.057
0.057-0.14 M o032 RPN
Source: U.S. EPA (2006a)

Figure 2-8. 2001 county-level SO, emissions densities (tons per square mile) from on-road mobile
sources.'

2001 County Emissions Densily (Tons per sq.mi.) of Sulfur Dioxide

4] *0-0.016 0.016-0.041 0.041-0.087

ooa7-01s MM 0.13-05 M.
Source: U.S. EPA (2006a)

Figure 2-9. 2001 county-level SO, emissions densities (tons per square mile) from off-road mobile and
other transportation sources. '

'Range values: White, 0 or no reported value; Blue, from the smallest non-zero to the 10" percentile value; Green, from above the 10™ to the 25"
percentile; Yellow, from above the 25" to the 50™ percentile; Pink, from above the 50" to the 75" percentile; Red, from above the 75" to the 90"
percentile; Brown, from above the 90" percentile to the highest reported value.
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An additional source of SO, emissions of concern in particular locations not immediately obvious
from national-scale averages and totals are transit and in-port activities in areas with substantial shipping
traffic (Wang et al., 2007). Because of the importance of these SO, emissions, the ports of Long Beach
and Los Angeles, CA, for example, are part of a Sulfur Emissions Control Area in which S contents of
fuels are not to exceed 1.5%. Figure 2-9 shows SO, emissions densities combined for all non-road
transportation-related emitters in which coastal areas with ports and shipping routes, such as the
Mississippi River, are easily discerned. In Los Angeles County, CA, for example, off-road transportation
including shipping and port traffic contributed 1.4 of the total 4.1 tons of SO, per square mile in 2001; in
King County (including the city of Seattle), WA, the off-road transportation fraction was 42% of the total
SO, emissions density, or 1.2 of the total 2.8 tons per square mile. Emissions density data at finer scales
more specific to the ports are not available in the routine emissions inventories and some confusion
attends estimates of the actual SO, loads from these sources. Modeling studies by Vutukuru and Dabdub
(2008) for southern California ports, for example, have shown that ships contribute <2 ppb to the 24-h
average SO, concentration in Long Beach, CA, in 2002 and <0.5 ppb farther inland.

SO, data collected from the State and Local Air Monitoring Stations (SLAMS) and National Air
Monitoring Stations (NAMS) networks show that the decline in SO, emissions following controls placed
on electric generating utilities in the previous 15 years has improved air quality. There has not been a
single monitored exceedance of the SO, annual ambient air quality standard in the U.S. since 2000,

(U.S. EPA, 2006¢). U.S. EPA trends data (www.epa.gov/airtrends) reveal that the national composite
average SO, annual mean ambient concentration decreased by ~48% from 1990 to 2005, with the largest
single-year reduction coming in 1994-1995, the Acid Rain Program’s (ARP) first operating year (U.S.
EPA, 2006¢). Figure 2-10 depicts data for SO, emissions in the CONUS in these years that reflect this
reduction using individual state-level totals. Note that SOx emissions have changed over this period both
temporally and spatially, with some areas in the southeast U.S. such as North Carolina and Georgia
realizing increased SOx emissions since 2000. SOy emissions from the largest emitters in the states of the
Ohio River Valley, however, have mostly decreased, in some cases by very large fractions.

~—
I SO, Emissions in 1990
S0, Emissions in 1995

[] SO, Emissions in 2000
[ S0, Emissions in 2005

Scale: Largest bar equals
2.2million tons of SO,
emissions in Ohio, 1990

Figure 2-10.  State-level SO, emissions, 1990-2005.
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These trends in emissions data are consistent with the trends in the observed ambient
concentrations from the Clean Air Status and Trends Network (CASTNet). Following implementation of
the Phase I controls on ARP sources between 1995 and 2000, significant reductions in SO, concentrations
and ambient SO,> concentrations were observed at CASTNet sites throughout the eastern U.S.

2.3.2. Major Biogenic Sources

Emissions of SOx from natural sources are small compared to industrial emissions within the U.S.
(see Table 2-1). However, important exceptions occur locally as the result of volcanic activity, wildfires,
and in certain coastal zones as described above.

The major biogenic sources of SO, are volcanoes, biomass burning, wildfires, and dimethylsulfide
(DMS) oxidation over the oceans. Although SO, constitutes a relatively minor fraction of 0.005% by
volume of total volcanic emissions (Holland, 1978), concentrations in volcanic plumes can range from
several to tens of ppm. The ratio of hydrogen sulfide (H,S) to SO, is highly variable in volcanic gases,
typically <1, as in the Mount St. Helens eruption in the Washington Cascade Range (46°20°N, 122°18°W,
summit 2549 m asl) (Turco et al., 1983). However, in addition to being degassed from magma, H,S can be
produced if ground waters, especially those containing organic matter, come into contact with volcanic
gases. In this case, the ratio of H,S to SO, can be >1. H,S produced this way would more likely be
emitted through side vents than through eruption columns (Pinto et al., 1989). Primary particulate sulfate
(pSOy) is a component of marine aerosol and is also produced by wind erosion of surface soils.

Since 1980, the Mount St. Helens volcano has been a variable source of SO,. Its major effects came
in the explosive eruptions of 1980, which primarily affected the northern part of the mountainous western
half of the U.S. The Augustine volcano near the mouth of the Cook Inlet in southwestern Alaska
(59°36°N, 153°43°W, summit 1252 m asl) has had variable SO, emissions since its last major eruptions in
1986. Volcanoes in the Kamchatka peninsula of the eastern region of Siberian Russia do not significantly
affect surface SO, concentrations in northwestern North America. The most serious effects from volcanic
SO, in the U.S. occur on the island of Hawaii. Nearly continuous venting of SO, from Mauna Loa and
Kilauea produces SO, in such large amounts that >100 km downwind of the island, levels of SO, can
exceed 30 ppb (Thornton and Bandy, 1993).

Emissions of SO, from burning vegetation are generally in the range of 1 to 2% of the biomass
burned (see e.g., Levine et al., 1999). S is bound in amino acids in vegetation, and ~50% of this
organically—bound S is released during combustion, leaving the remainder in the ash (Delmas, 1982).
Gas-phase emissions are mainly in the form of SO,, with much smaller amounts of H,S and carbonyl
sulfide (OCS). The ratio of reduced S species such as H,S to more oxidized forms such as SO,, increases
as the fire conditions change from flaming to smoldering phases of combustion because emissions of
reduced species are favored by lower temperatures and decreased O, availability.

SO, is also produced by the photochemical oxidation of reduced S compounds such as DMS, H,S,
carbon disulfide (CS,), OCS, methyl mercaptan (CH;-S-H), and dimethyl disulfide (CH;-S-S-CHj5). The
sources for these compounds are mainly biogenic (see Table 2-1). Emissions of reduced S species are
associated typically with marine organisms living either in pelagic or coastal zones and with anaerobic
bacteria in marshes and estuaries. Emissions of DMS from marine plankton represent the largest single
source of reduced S species to the atmosphere (Berresheim et al., 1995). Other sources such as wetlands
and terrestrial plants and soils account for <5% of the DMS global flux, with most of this coming from
wetlands.

Other than OCS, which is lost mainly by photolysis with a T of ~6 months, SOx species are lost
mainly by reaction with OH and NOs and are relatively short-lived, with t ranging from a few hours to a
few days. Reaction with NO;  at night most likely represents the major loss process for DMS and methyl
mercaptan. Although the mechanisms for the oxidation of DMS are not known with certainty, excess
SO,*" in marine aerosol appears related mainly to production of SO, from the oxidation of DMS. Because
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OCS is relatively long-lived, it can survive oxidation in the troposphere and be transported upward into
the stratosphere. Crutzen (1976) proposed that its oxidation to SO,”~ in the stratosphere serves as the
major source of the stratospheric aerosol layer. However, Myhre et al. (2004) proposed that SO,
transported upward from the troposphere by deep convection is the most likely source, since the flux of
OCS is too small to account for current atmospheric loadings. In addition, in situ measurements of the
isotopic composition of S in stratospheric SO, do not match those of OCS (Leung et al., 2002). Thus, in
addition to biogenic OCS, anthropogenic SO, emissions could be important precursors to the formation of
the stratospheric aerosol layer.

The coastal and wetland sources of DMS have a dormant period in the fall and winter from plant
senescence. Marshes die back in fall and winter, so DMS emissions from them are lower, and lower light
levels in winter at mid-to-high latitudes lessen phytoplankton growth also tend to lower DMS emissions.
Western coasts at mid-to-high latitudes have lower actinic flux to drive photochemical production and
oxidation of DMS. Freezing at mid and high latitudes affects the release of biogenic S gases, particularly
in the nutrient-rich regions around Alaska. Transport of SO, from regions of biomass burning seems to be
limited by heterogeneous losses that accompany convective processes that ventilate the surface layer and
the lower boundary layer (Thornton et al., 1996).

Reduced S species are also produced by several anthropogenic industrial sources: DMS is used in
petroleum refining; and in petrochemical production processes to control the formation of coke and CO;
to control dusting in steel mills; in a range of organic syntheses; as a food flavoring component; and can
also be oxidized by natural or artificial means to dimethyl sulfoxide, a widely-used industrial solvent.

2.4. NHx Emissions

NHj; can be emitted from or deposited to soils, water, or vegetation depending on the ratio of the
atmospheric NH; concentration to the compensation point of the underlying surface. The compensation
point, y, generally is governed by the form, concentration, and acidity of N at the surface of exchange,
and hence changes over time as these variables change. For most of the year, large areas of the U.S. are
very near the nominal y of 1 pg/m’, with the result that the NH; air-surface flux is very often highly
dynamic. Figure 2-11 and Figure 2-12 show county-level annual total NH; emissions for 2001 in tons,
and the spatially normalized county-level emissions in tons per square mile, respectively.

Total emissions of NH; on a national scale show a strikingly different pattern from those of NOx or
SO, as comparison of these figures to their NOx and SOy analogs above illustrates. Anthropogenic NH;
emissions from mobile sources are small since the three-way catalysts used in motor vehicles emit only
small amounts of NHj; as a byproduct during the reduction of NOx; in 2002, this totaled ~8% of the
national NHj total of ~3.7 metric short tons. Stationary combustion sources including EGUs make even
smaller contributions to emissions of NH; because their efficient combustion favors NOx formation and
NHj is produced during combustion largely by inefficient, low-temperature burning. In 2002, the total
from all stationary source fuel combustion processes amounted to <2% of total NH; emissions and
chemical production added only ~0.7% more. Hence, NH; emissions totals are dominated by biogenic
production from agriculture, chiefly from livestock management and fertilizer applications to soils. In
2002, these sources accounted for ~86% of U.S. total emissions.

As with NOx and SOy emissions, however, these national-scale emissions totals obscure important
variability at finer scales. To illustrate this point, Figures 2-13 through 2-15 show county-level NH;
emissions densities separately for emissions from on-road mobile sources, EGUs, and miscellaneous and
biogenics, respectively.
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2001 County Emissions (Tons per Year) of Ammonia

0 >0-120 120-320 320-690
690—-1300 - 1300-2400 - 2400+

Source: U.S. EPA (2006a)

Figure 2-11. 2001 county-level total U.S. NH; emissions.!

2001 County Emissions Density (Tons per sq.mi.) of Ammonia

0 >0-0.18 0.18-0.46 0.46—-1.1
1.1-21 - 2.1-3.7 - 3.7+

Source: U.S. EPA (2006a)

Figure 2-12. 2001 county-level total U.S. NH3 emissions densities."

! Range values: White, 0 or no reported value; Blue, from the smallest non-zero to the 10" percentile value; Green, from above the 10" to the 25"
percentile; Yellow, from above the 25" to the 50™ percentile; Pink, from above the 50" to the 75" percentile; Red, from above the 75" to the 90"
percentile; Brown, from above the 90" percentile to the highest reported value.
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2001 County Emissions Density (Tons per sq.mi.) of Ammonia

0 >0-0.0057 0.0057-0.019 0.019-0.05
0.05-0.12 - 0.12-0.34 - 0.34+

Source: U.S. EPA (2006a)

Figure 2-13. 2001 county-level NHz emissions densities from on-road mobile sources.

2001 County Emissions Density (Tons per sq.mi.) of Ammonia

0 >0-0.00008 0.00008-0.00045 0.00045-0.0023
0.0023-0.009 - 0.009-0.067 - 0.067+

Source: U.S. EPA (2006a)

Figure 2-14. 2001 county-level NH; emissions densities from EGUs.!

! Range values: White, 0 or no reported value; Blue, from the smallest non-zero to the 10" percentile value; Green, from above the 10" to the 25"
percentile; Yellow, from above the 25" to the 50™ percentile; Pink, from above the 50" to the 75" percentile; Red, from above the 75" to the 90"
percentile; Brown, from above the 90" percentile to the highest reported value.
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2001 County Emissions Density (Tons per sq.mi.) of Ammonia

0 >0-0.16 0.16-0.37 0.37-0.88
0.88—-1.8 - 1.8-3.2 - 3.2+

Source: U.S. EPA (2006a)

Figure 2-15. 2001 county-level NH; emissions densities from miscellaneous and biogenic sources.

2.5. Evaluating Emissions Inventories

Emissions inventories are very complex and highly changeable conjoined forms built from
measurements and production and transfer rates, some measured directly, others indirectly, and others
merely assumed, combined with model predictions. National-scale emissions inventories like the ones
illustrated in county-level maps here have uncertainties embedded in them owing to unknown emission
factors, unknown and varying emission rates, generalized or depleted profiles, and the like. Substantial
effort is applied at national, state, and local scales to test these terms in the final emissions totals, and to
assure their quality.

One means for evaluating emissions inventories has been to compare predictions in the inventories
to measured long-term trends or to ratios of pollutants in ambient air. Comparisons of emissions model
predictions with observations have been performed in a number of environments. Very often emissions
inventories for NOx and SOy are evaluated in relation to CO emissions because the low reactivity of CO
on urban and regional scales means it can be treated as largely conserved. Using the distinction between
mobile sources which emit NOyx and CO but little SO,, and power plants which emit NOx and SO, but
little CO, Stehr et al. (2000) evaluated emissions estimates for the eastern U.S. Results indicated that coal
combustion contributes 25 to 35% of the total area NOx emissions in rough agreement with the U.S. EPA
NEI (2006a). Studies using ratios of CO concentrations to NOx concentrations, and concentrations of
nonmethane organic compounds (NMOC) to NOx carried out in the early 1990s in tunnels and ambient
air indicated that emissions of CO and NMOC were systematically underestimated in emissions
inventories at that time. More details are available in the 2000 CO AQCD (U.S. EPA, 2000a).

These reconciliation studies depend on the assumption that NOx emissions are predicted correctly
by emissions factor models which are merely mean and aggregate descriptions of the highly variable U.S.

'Range values: White, 0 or no reported value; Blue, from the smallest non-zero to the 10™ percentile value; Green, from above the 10" to the 25"
percentile; Yellow, from above the 25" to the 50™ percentile; Pink, from above the 50™ to the 75" percentile; Red, from above the 75" to the 90™
percentile; Brown, from above the 90" percentile to the highest reported value.
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mobile source fleet. Roadside remote sensing data have indicated that >50% of non-methane
hydrocarbons (NMHC) and CO emissions are produced by less than 10% of vehicles (Stedman et al.,
1991), typically the poorly maintained super-emitters.

Parrish et al. (1998) and Parrish and Fehsenfeld (2000) proposed methods to derive emission rates
by examining measured ambient ratios among individual volatile organic compounds (VOCs), NOx, and
NOy. Typically, strong correlations exist among measured values for these species because emission
sources are geographically co-located, even when individual sources are different. Correlations can be
used to derive emissions ratios between species, including adjustments for the effect of photochemical
aging. Examples of this type include using correlations between CO and NOy (e.g., Parrish et al., 1991),
between individual VOC species and NOy (Goldan et al., 1995, 2000) and among various VOC species
(McKeen and Liu, 1993; McKeen et al., 1996). Many of these studies were summarized in Parrish et al.
(1998), Parrish and Fehsenfeld (2000), and Trainer et al. (2000).

Other methods for emissions evaluation exist. Buhr et al., (1992) derived emission estimates from
principal component analysis (PCA) and other statistical methods. Goldstein and Schade (2000) also used
species correlations to identify the relative effects of anthropogenic and biogenic emissions. Chang et al.
(1996, 1997), and Mendoza-Dominguez and Russell (2000) used inverse modeling to derive emission
rates in conjunction with results from chemical-transport models (CTMs).

A decadal field study of ambient CO at a rural site in the eastern U.S. (Hallock-Waters et al., 1999)
indicated a downward trend consistent with the downward trend in estimated emissions over the period
1988 to 1999 (U.S. EPA, 2000e¢), even when the global downward trend was taken into account.
Measurements at two urban areas in the U.S. confirmed the decrease in CO emissions (Parrish et al.,
2002). That study also indicated that the ratio of CO to NOx emissions decreased by approximately a
factor of 3 over 12 years. NEI estimates (U.S. EPA, 1997b) indicated a much smaller decrease in this
ratio, suggesting that NOx emissions from mobile sources may have been underestimated or increasing or
both. Parrish et al. (2002) concluded that O; photochemistry in U.S. urban areas may have become more
NOx-limited over the past decade. (See Section 2.6.2.1 for a discussion of NOx and its role in enhancing
and limiting O3 formation.)

Results from these recent emissions evaluation studies have been mixed, with some studies
showing agreement to within + 50% (U.S. EPA, 2000¢). However, Pokharel et al. (2002) employed
remotely sensed emissions from on-road vehicles and fuel use data to estimate emissions in Denver. Their
calculations indicated a continual decrease in CO, hydrocarbons (HC), and NO emissions from mobile
sources over the 6—year study period, 1996 through 2001. Inventories based on the ambient data were 30
to 70% lower for CO, 40% higher for HC, and 40 to 80% lower for NO than those predicted by the
MOBILE®6 on-road mobile source emissions model. (See http://www.epa.gov/otag/m6.htm for
information on MOBILE®).

Satellite data also have proved useful for optimizing estimates of NO, emissions (Jaeglé et al.,
2005; Leue et al., 2001; Martin et al., 2003). Satellite-borne instruments such as the Global Ozone
Monitoring Experiment (GOME) (see, e.g., Martin et al., 2003, and references therein) and the Scanning
Imaging Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY) retrieve tropospheric
NO, columns that can be combined with model-derived Tt of NOx to yield emissions of NOx.

Top-down inference of NOx emission inventories from the satellite observations of NO,
concentrations columns by mass balance requires at minimum three pieces of information: the retrieved
tropospheric NO, column; the tropospheric NOx-to-NO; ratio in the columns; and the NOx 1 against
reaction losses to stable chemical reservoirs. (See the discussion of these chemical reservoirs in Section
2.6.) A photochemical model has been used to provide information on the latter two pieces of information.
The method is most often applied to land surface emissions, excluding lightning. Tropospheric NO,
columns are largely insensitive to lightning NOx emissions since most of the lightning NOx in the upper
troposphere is present as NO at the time of the satellite measurements (Ridley et al., 1996) owing to the
slower reactions of NO with Oj at the altitude where lightning production is most prevalent.

Using satellite data, Bertram et al. (2005) found clear signals in the SCTAMACHY observations of
short, intense NOx pulses following springtime fertilizer application and subsequent precipitation over
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agricultural regions of the western U.S. For the agricultural region in north-central Montana, they
calculated an annual SCIAMACHY top-down estimate that is 60% greater than a commonly-used model
of soil NOx emissions by Yienger and Levy (1995).

Jaeglé et al. (2005) applied additional information on the spatial distribution of emissions and fire
activity to partition NOx emissions into sources from fossil fuel combustion, soils, and biomass burning.
Global a posteriori estimates of soil NOx emissions were 68% larger than the a priori estimates. Large
increases were found for the agricultural region of the western U. S. during summer, increasing total U.S.
soil NOx emissions by a factor of 2.

Martin et al. (20006) retrieved tropospheric NO, columns for May 2004 to April 2005 from the
SCIAMACHY satellite instrument to derive top-down NOx emissions estimates via inverse modeling
with the GEOS-Chem global chemical transport model. (See http://www.as.harvard.edu/ctm/geos/ for
more information on GEOS-Chem.) The top-down emissions were combined with a priori information
from a bottom-up emissions inventory with error weighting to achieve an improved a posteriori estimate
of the global distribution of surface NOx emissions. Their a posteriori inventory improved GEOS-Chem
simulations of NOx, peroxyacetyl nitrate (PAN), and HNOj; as compared against airborne in situ
measurements over and downwind of New York City. Their a posteriori inventory also showed lower
NOx emissions from the Ohio River Valley in summer than winter, reflecting recent controls on NOx
emissions from EGUs there. Their a posteriori global inventory was highly consistent with the NEI 1999
(http://www.epa.gov/ttn/chief/net/1999inventory.html) (R2 = 0.82, bias = 3%); however, it was 68%
greater than a recent inventory by Streets et al. (2003) for East Asia for the year 2000.

Significant uncertainties attach to estimates of the magnitude and spatial and temporal variability of
NHj; emissions. A strong seasonal pattern should be evident in NH; emissions profiles to correspond with
the overwhelmingly agricultural sources of NH; and strong seasonal temperature differences in NHj
volatility, for example, but this pattern has not appeared in previous emissions factors and inventories.
The magnitude of these temporal differences is large: Heber et al. (2001) showed that NH; flux from two
swine finishing buildings were ~70% higher in June than in fall and winter months, and Aneja et al.
(2000) found fluxes from hog waste lagoons ~80 to 90% higher in summer as compared to winter.

The value of inverse modeling techniques using large-scale Eulerian air quality models (AQMs)
has been successfully demonstrated for several aspects of emissions inventories; see, for example,
Mendoza-Dominguez and Russell (2000, 2001a, b). Gilliland (2001), Gilliland et al. (2001), and Pinder
et al. (2006) have worked extensively with Kalman filter inverse modeling and the U.S. EPA Community
Multiscale Air Quality (CMAQ) modeling system (Byun and Ching, 1999), to reduce uncertainties
specifically in NH; emissions. NHj is an especially good case for emissions estimate evaluation with
inverse modeling techniques because the modeled response in NH, " wet deposition is strongly linear with
changes in NH; emissions. Correcting the NH; emissions estimates was also shown to be an essential step
for reasonable model predictions of other N compounds (Gilliland et al., 2003). Results can be highly
significant. For example, the a posteriori R value of CMAQ predictions against measured wet NH,"
concentrations from the National Atmospheric Deposition Program (NADP) sites in the U.S. was 0.98,
increased from the a priori value of 0.12. Pinder et al. (2004) provided the first farm-level model for NH;
emissions from dairy cattle, and this has been coupled with the seasonally varying fertilizer inventory for
NH; from Goebes et al. (2003) and with the inverse modeling results of Gilliland et al. (2003) to correct
the NEI NH; emissions totals. The estimate of Gilliland et al. (2003) was that the annual NEI NH; was
~37% too high to optimize the modeled wet NH," concentration. Following earlier work by Gilliland and
others in this vein, U.S. EPA (2006a), in fact, reported its intention to decrease total NH3 emissions in the
NEI by 23% by altering emissions factors for nondairy cows and swine.

Holland et al. (2005) estimated wet and dry deposition of NHx based on measurements over the
CONUS and reported that NH; emissions in the 1999 NEI were underestimated by a factor of ~2 or 3.
Possible reasons for this error included under-representation of deposition monitoring sites in populated
areas and the neglect of offshore transport in the NEI. The use of fixed deposition velocities (V) not
reflective of local conditions at the time of measurement introduces additional uncertainty into estimates
of dry deposition to which NHj is particularly sensitive.
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2.5.1. Emissions for Historical Modeling

Rigorous emissions inventories require careful analysis of very large data sets on fuel use and types
and activity patterns for them to be a reliable basis for atmospheric concentration and deposition
calculations. Sections 2.2 to 2.5 make clear that even with current best estimates for these input data,
present-day emissions inventories can be substantially in error.

However, estimates of biological effects from long-term acidifying deposition require computation
of historical emissions. Such historical estimates of emissions generally use some divisions of economic
sectors together with estimates of fuel type and S content, for example. Schopp et al. (2003) have pursued
this method for estimating acid deposition in Europe between 1880 and 2030 using the International
Institute for Applied Systems Analysis (IIASA) Regional Acidification and Information System (RAINS)
model; see Alcamo et al. (1990) and Asman et al. (1988) for descriptions and applications of RAINS.
Mylonda (1996) used similar tools and methods to compute estimates of SO, emissions and atmospheric
concentrations and deposition in Europe showing that emissions, which peaked in Europe in the 1960s
and 1970s had increased by a factor of 10 since the 1880s. Similarly, modeled concentrations and
deposition increased by factors of 2 to 6, depending on location in the same time period.

Historical emissions and concentration estimates are often not resolved to more than decadal
resolution because of the very large uncertainties inherent in their computation, which very often includes
no information on variability in the meteorological state of the atmosphere or its oxidizing capacity, both
of which change over time. Spatial resolution, however, has extended from continental scale, like those
using RAINS, up to global scale estimates and down to subregional ones. A survey of methods and
cautions for interpretation was made by Galloway (1995).

Global estimates like the ones by Lefohn et al. (1999) use methods similar to those at the
continental scale, though with more specific factors on S content in fuels, for example, where those are
known. Lefohn et al. (1999), for example, estimated the global average anthropogenic S emissions in
1850 to be <2% of current levels. At finer scales, Driscoll et al. (2001b) used U.S. EPA (2000¢) estimates
of emissions trends between 1900 and 1998 together with biogeochemical modeling to estimate historical
loadings to the northeast U.S. to calculate potential recovery times in affected lakes and streams.

Among the finest-scale historical estimates for N emissions and deposition are those by Bowen and
Valiela (2001) for Cape Cod, MA. Bowen and Valiela (2001) computed decadal changes in several
oxidized and reduced nitrogen species for the time period between 1910 and 1995 to conclude that total N
deposition at Cape Cod has been increasing at the rate of 0.26 kg N/ha/decade.

2.6. NOx-SOx-NHx Chemistry in the Troposphere

2.6.1. Introduction

NOx, VOCs, and CO are precursors in the formation of O; and other elements of photochemical
smog and PM. The role of NOx in producing Os, the factors controlling P(Os) efficiency and methods for
calculating O; from its NOx and VOC precursors were all reviewed in Section 2.2 of the 2006 O; AQCD
(U.S. EPA, 2006b) and are available in numerous texts including Jacob, 2000; Jacobson, 2002; and
Seinfeld and Pandis, 1998. More specific details on the chemistry and transformation of SOx can be
found in the 2008 SOx ISA (U.S. EPA 2008b). Hence, those topics are only briefly recounted here with
special reference to the secondary NOx and SOx NAAQS.

2-23



Long range transport to remote
regions at low temperatures

»
| -
I H.O. NO ) lT ,_’;'_,_)nitro-PAHs
o "g—14_nn 2_NO 3 ]
.y /"03 NPp - F W - A B o, RE=CR |
i : O n =L=0-
: 3 =~ NO —
I:?:izz;c \ : °3 h E nitrosamines,
: HO, ——>nitro-phenols, etc. |
I hv ' RO2 3
I --------------- Nox-
____l______ e | — 4
& o
deposition % deposition
emissions

Figure 2-16. Atmospheric cycle of reactive oxidized N species. NOy refers to all the species shown within
the inner and outer box: NOx to NO and NO; (in the inner box), and NO; to all the species
outside of the inner box. IN refers to inorganic particulate species (e.g., sodium [Na*], calcium
[Ca?*]), MPP to multiphase processes, hv to a solar photon, and R to an organic radical.
Particle-phase RONO; are formed from the species shown on the right side. For the purposes
of this document, “NOyx” is defined as the group of all N-containing compounds inside the
large dashed-line box, the same group generally termed “NOy” by atmospheric scientists.

Important compounds, reactions, and cycles are schematized in Figure 2-16. Figure 2-16 also
illustrates that NO,, itself an oxidant, can react to form other photochemical oxidants including organic
nitrates (RONO,) like the PANs shown in Figure 2-16, and can react with toxic compounds like the
polycyclic aromatic hydrocarbons (PAHs) to form nitro-PAHs, some of which demonstrate greater
toxicity than either reactant alone. NO, can also be further transformed to HNO; and can contribute in
that form to the acidity of cloud, fog, and rain water and can form ambient NO; particles (pNO3).

The only gas-phase forms of SOx of interest in tropospheric chemistry are SO,, SO;, and H,SO,.
SO; can be emitted from the stacks of power plants and factories; however, it reacts extremely rapidly
with H,O in the stacks or immediately after release into the atmosphere to form sulfuric acid (H,SOy).
H,SO, in turn mainly condenses onto existing particles when particle loadings are high, or nucleates to
form new particles under lower concentration conditions. Thus, of the gas-phase SOx species, only SO, is
emitted in the tropospheric boundary layer at concentrations of concern for environmental exposures.

NH3, the gas-phase precursor for NH,", plays a key role in neutralizing acidity in ambient particles
and in cloud, fog, and rain water. NHj is also involved in the ternary nucleation of new particles and
reacts with gas-phase HNOj; to form NH4NO;, and with SO, to form ammonium bisulfate (NH4HSO,)
and ammonium sulfate ((NH4),SO,), three significant components of N and S deposition across the
landscape. The NOx-SOx-NHx cycles and phase-changes are schematized in Figure 2-17.
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Figure 2-17. The combined NOx + SOx + NHx system showing how atmospheric fates and lifetimes of
reduced and oxidized N components are linked.

2.6.2. NOx Chemistry

As described in Section 2.2, NOx is emitted by combustion sources mainly as NO with ~5 to 10%
NOs,. The rapid photochemical cycle in the troposphere linking NO and NO, involves photolysis of NO,
by UV-A radiation to yield NO and a ground-state oxygen atom, O(’P).

NO, + hy —— NO + O(CP)

Reaction 4

This ground state oxygen atom, O(’P), can then combine with molecular oxygen (O,) to form O; and,
colliding with M, any molecule from the surrounding air (M = N, O,, etc.), the newly formed O3
molecule transfers excess energy and is stabilized

OCP) + O, + M —— O, + M

Reaction 5

NO and O; react to re-form NO..
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NO + O, —— NO, + O,

Reaction 6

Reaction 6 is responsible for O; decreases and NO, increases found near sources of NO (like highways or
power plant plumes). The falloff of NO, with distance from a road depends on: wind speed and direction;
the local structure of turbulent mixing; temperature through the temperature dependence of Reaction 6;
and the amount of UV A-flux through Reaction 4.

Oxidation of reactive VOCs leads to formation of reactive radical species that allow conversion of
NO to NO, without participation of O; as in Reaction 6.

NO —"%:F% , NO,
Reaction 7

03, therefore, can accumulate as NO, photolyzes as in Reaction 4, followed by Reaction 5. Specific
mechanisms for the oxidation of a number of VOCs were discussed in the 2006 O; AQCD (U.S. EPA,
2006b).

It is often convenient to speak about families of chemical species defined in terms of members that
interconvert rapidly on time scales shorter than those for formation or destruction of the family as a
whole. For example, an odd oxygen (Ox) family can be defined as

Oy = > (OCP) + O('D) + O, + NO,)
Equation 1

In much the same way, NOx is sometimes referred to as odd nitrogen. Hence, production of Ox
occurs by Equation 1, while the sequence of reactions given by Reactions 4—6 represents no net
production of Ox. (Definitions of species families and methods for constructing families are discussed in
Jacobson [1999] and references therein). Other families including N-containing species used later in this
chapter are

NO, = Z HNO, + HNO, + HNO, + NO,” + 2N,O, + PAN(CH,CHO-00 - NO,)
+ other organic nitrates + halogen nitrates + particulate nitrates

Equation 2

and

NO, = NO, + NO,

Equation 3

and

HO, = OH + HO,

Equation 4

NOg refers to the sum of all oxidation products of NOx without the original NO and NO..

The reaction of NO, with O; leads to formation of the NO; radical.
NO, + O, —— NO, + O,

Reaction 8
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However, NOj; radical reacts rapidly, having a t of ~5 seconds during the photochemically most active
period of the day near local solar noon, by two pathways (Atkinson et al., 1992):

NO, + hv —— NO + O

2(10%)
Reaction 9

NO, + hv —— NO, + O(3P)(90%)

Reaction 10

Because of this, NO; concentrations remain low during daylight hours but can increase after sunset
to nighttime concentrations of <5 x 10" to 1 x 10" molecules/cm’ or <2 to 430 parts per trillion (ppt) over
continental areas influenced by anthropogenic emissions of NOyx (Atkinson et al., 1986). At night, NO;,
rather than OH, is most often the primary oxidant in polluted tropospheric systems. Moreover, NO; can
combine with NO, to form dinitrogen pentoxide (N,Os)

NO, + NO, «%— N,O,

Reaction 11

and N,Os then both photolyzes and thermally decomposes back to NO, and NO; during the day; however,
N,Os concentrations can accumulate during the night to ppb levels in polluted urban atmospheres.

The tropospheric chemical removal processes for NOy include reaction of NO, with the OH radical
and hydrolysis of N,Os in aqueous aerosol solutions if there is no organic coating. Both of these reactions
produce HNO;

OH + NO, —“ 5 HNO,

Reaction 12

N,0, —*20 5 2HNO,
Reaction 13

The gas-phase reaction of OH with NO, (Reaction 12) is one of the major and ultimate removal
processes for NOx in the troposphere. This reaction removes OH and NO, in one step and competes with
HC for OH in areas characterized by high NOx concentrations such as urban centers. The t for conversion
of NOx to HNOs in the PBL at 40°N latitude ranges from ~4 hours in July to ~16 hours in January. The
corresponding range in T at 25°N latitude is between 4 and 5 hours, while at 50°N latitude, HNO; 1 ranges
from about 4 to 20 hours (Martin et al., 2003).

In addition to gas-phase HNO;, Golden and Smith (2000) have shown on the basis of theoretical
studies that pernitrous acid (HO,NO) is also produced by the reaction of NO, and OH; however, this
production channel most likely represents a minor yield of ~15% at the surface (JPL, 2003). Pernitrous
acid will also thermally decompose and photolyze. Gas-phase HNO; formed from Reaction 12 and
Reaction 13 undergoes wet and dry deposition to the surface and uptake by ambient aerosol particles.
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In addition to uptake on particles and in cloud droplets, HNOs, photolyzes and reacts with OH
HNO, + hv —— OH + NO,

Reaction 14
HNO, + hv —— O + HNO,

Reaction 15
HNO, + hv —— H + NO,

Reaction 16

and

HNO, + OH —— NO, + H,0

Reaction 17

Margitan and Watson (1982) established that Reaction 14 has a quantum yield of ~1, with only very small
contributions from the two other possible photolytic pathways (Reactions 15 and 16). The t of HNO; with
respect to these two reactions is long enough for HNO; to act somewhat as a reservoir species for NOx
during long-range transport, contributing in this way to NO, levels in areas remote from the source region
of the NOx that formed this HNO;.

The contribution of Reaction 13 to HNO; formation is highly uncertain during both winter and
summer. The importance of Reaction 13 could be much higher during winter than during summer because
of the much lower concentration of OH and the enhanced stability of N,O5 due to lower temperatures and
UV flux. Geyer and Platt (2002) concluded that Reaction 16 constituted about 10% of the removal of
NOx at a site near Berlin, Germany during spring and summer. However, Dentener and Crutzen (1993)
estimated this to be 20% in summer and 80% in winter. A modeling study by Tonnesen and Dennis (2000)
reported; 16 to 31% of summer HNOj; production from Reaction 13. Recent work in the northeastern U.S.
(Brown et al., 20064, b; Frost et al., 2006a) indicates that this reaction proceeds at a faster rate in power
plant plumes than in urban plumes.

OH also reacts with NO to produce nitrous acid (HNO5).

OH + NO —% 5 HNO,

Reaction 18

In sunlight, HNO; is rapidly photolyzed back to the original reactants.
HNO, + hv —— OH + NO

Reaction 19

Reaction 18 is, however, a negligible source of HNO,, which is formed mainly by multiphase processes.
At night, heterogeneous reactions of NO, in aerosols or at Earth’s surface result in accumulation of HNO,
(Harris et al., 1982; Jacob, 2000). Harris et al., (1982) suggested that photolysis of HNO, at sunrise could
provide an important early-morning source of OH necessary to drive P(Os).
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HO, can react with NO, to produce pernitric acid (HNO,)
HO, + NO, + M —— HNO, + M

Reaction 20

which can thermally decompose and photolyze back to its original reactants. The acids formed in these
gas-phase reactions are all water soluble; thus, they can be incorporated into cloud droplets and in the
aqueous phase of particles.

A broad range of organic N compounds are directly emitted by combustion sources or formed in
the atmosphere from NOx emissions. Organic N compounds include the PANs, nitrosamines, nitro-PAHs,
and the more recently identified nitrated quinones. Oxidation of VOCs produces organic peroxy radicals
(RO»). Reaction of RO, radicals with NO and NO, produces RONO, and peroxynitrates (RO,NO,)

RO, + NO —*— RONO,

Reaction 21

RO, + NO, —" RO, NO,

Reaction 22

Reaction 21 is a minor branch for the reaction of RO, with NO; the major branch produces RO and NO,
as discussed in the next section. However, the RONO, yield increases with carbon number (Atkinson,
2000).

The most important of these organic nitrates is PAN, the dominant member of the broader family of
peroxyacyl nitrate species (PANs) which includes peroxypropionyl nitrate (PPN) of anthropogenic origin
and peroxymethacrylic nitrate (MPAN) produced from isoprene oxidation. The PANs are formed by the
combination reaction of acetyl peroxy radicals with NO,

CH,C(0)00 + NO, —— CH, C(OOONQ,

Reaction 23

where the acetyl peroxy radicals are formed mainly during the oxidation of ethane (C,Hg). Acetaldehyde
(CH5CHO) is formed as an intermediate species during the oxidation of ethane. CH;CHO can be
photolyzed or react with OH to yield acetyl radicals

CH,COH + hy —— CH,CO) + H

Reaction 24
CH,COH + OH —> CH,C(©O) + H,0
Reaction 25
Acetyl radicals then react with O, to yield acetyl peroxy radicals.
CH,CO) + O, + M —— CH,C(0)00 + M
Reaction 26
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However, acetyl peroxy radicals will react with NO in areas of high NO concentrations

CH, (COY00 + NO ——> CH,(CO)Y0 + NO,

Reaction 27

and the acetyl-oxy radicals will then decompose.

CH,(CO0 ——> CH, + CO,

Reaction 28

Thus, formation of PAN is favored at conditions of high ratios of NO, to NO, which are most
typically found under low total NOx concentration conditions. The PANs both thermally decompose and
photolyze back to their reactants with T on the order of a few hours during warm sunlit conditions: t with
respect to thermal decomposition range from ~1 h at 298 K to ~2.5 days at 273 K and up to several weeks
at 250 K. Thus, PANs can provide a reversible sink of NOx at cold temperatures and high solar zenith
angles, allowing release of NO, as air masses warm, particularly by subsidence from the free troposphere.
The PANSs are also removed by uptake to vegetation (Sparks et al., 2003; Teklemariam and Sparks, 2004).
RO,NO, produced by Reaction 22 are thermally unstable and most have very short T of <100 seconds
owing to thermal decomposition back to the original reactants. Thus they are not effective permanent
sinks of NOy, except at lower temepatures.

2.6.2.1. NOx and Ozone Formation

Os is unlike most other air pollution species whose rates of formation vary directly with the
emissions of their precursors in that P(O3) changes nonlinearly with the concentrations of its precursors.
At the low NOx concentrations found in most environments ranging from remote continental areas to
rural and suburban areas downwind of urban centers, net P(O;) increases with increasing NOx levels. At
the high NOx concentrations found in downtown metropolitan areas especially near busy streets and
roadways and in power plant plumes, net destruction of O; by titration reaction with NO dominates.
Between these two regimes is a transition stage in which P(Os) shows only a weak dependence on NOx
concentrations. In the high NOx concentration regime, NO, scavenges OH (Reaction 12) which would
otherwise oxidize VOCs to produce HO,, which in turn would oxidize NO to NO, (Reaction 7). In the low
NOx concentration regime, VOC oxidation generates, or at least does not consume, free radicals, and
P(0O3) varies directly with NOx levels. Sometimes the terms VOC-limited and NOx-limited are used to
describe these two regimes; also, the terms NOx-limited and NOx-saturated are used (see Jaeglé et al.,
2001). OH chemistry initiates HC oxidation and behaves similarly to that for O; with respect to NOx
concentrations (Hameed et al., 1979; Pinto et al., 1993; Poppe et al., 1993; Zimmermann and Poppe,
1993). These considerations introduce a high degree of uncertainty into attempts to relate changes in O;
concentration to precursors emissions. Note that in a NOx-limited or NOx-sensitive regime, P(O;) is not
insensitive to radical production or the flux of solar UV photons; rather, P(O;) is simply more sensitive to
the NOx concentrations. For example, global tropospheric O; is sensitive to CHy4, even though the
troposphere is predominantly NOx-limited. More details on P(O;) are given in the 2008 NOx ISA (U.S.
EPA, 2008a).

2.6.2.2. Multiphase Interactions
Warneck (1999a) constructed a box model describing the chemistry of the oxidation of NO,

including the interactions of N species and minor processes in sunlit cumulus clouds. The relative
contributions of different reactions to the oxidation of NO, to NO3; 10 minutes after cloud formation are

2-30



given in Table 2-3 where the last two columns show the relative contributions with and without transition
metal ions. Oxidation of NO, as delineated in Table 2-3 occurs mainly in the gas phase within clouds,
implying that gas-phase oxidation of NO, by OH predominates.

NOx and Halogen Chemistry Interactions

Four decades of observational data on O; in the troposphere have revealed numerous anomalies not
fully explained by the gas-phase HOx-NOx photochemistry (described above). The best-known example
is the dramatic decrease in ground-level O; concentration during polar sunrise due to multiphase catalytic
cycles involving inorganic Br and Cl radicals (Barrie et al., 1988; Foster et al., 2001; Martinez et al.,
1999). Other examples of anomalies in tropospheric O; at lower latitudes include O; concentrations
<10 ppb in the marine boundary layer (MBL) and overlying free troposphere (FT) at times over large
portions of the tropical Pacific (Kley et al., 1996), as well as post-sunrise O3 concentration decreases over
the western subtropical Pacific Ocean (Nagao et al., 1999), the temperate Southern Ocean (Galbally et al.,
2000), and the tropical Indian Ocean (Dickerson et al., 1999).

Table 2-3. Relative contributions of various gas and aqueous phase reactions to aqueous NO; formation
within a sunlit cloud, 10 minutes after cloud formation.

Reaction % of Total % of TotalP

GAS PHASE

OH+NOz2+M 57.7 67.4
AQUEOUS PHASE

N20s(g) + H20 8.1 11.2
NOs™ + CI- <0.1 0.1
NO3~ + SO32- 0.7 1.0
NOs™ + HCOO~ 0.6 0.8
HNO4 + SO32 31.9 20.5
HOONO + NOs~ 0.8 <0.1
O3+ NO2~ <0.1 <0.1

2 |n the absence of transition metals. ® In the presence of iron and copper ions.
Source: Adapted from Warneck (1999a). Used with permission.

The set of N reactions with aerosol salts in marine atmospheres sketched briefly here was reviewed
in detail by De Haan et al. (1999). This chemistry remains important not only for halogen cycling and
atmospheric oxidation reactions (Andreae and Crutzen, 1997), but also because through them NO; can
be shifted from gas-phase HNO; or from fine-mode aerosol after dissociation of NH4,NO;, for example, to
coarse-mode particles, thereby enhancing the potential for local N deposition to coastal regions. The
actual areal extent of N deposition resulting from gas-to-particle NO; conversion, however, is a complex
function of local wind speeds, as shown by Pryor and Serensen (2000). With moderate winds of 3.5-10
m/s (~8 to 22 mph), gas-phase HNO; V4 exceeded that of an average sodium nitrate (NaNOs) particle,
whereas at higher and lower wind speeds the reverse was true. This means that as a result of gas-to-
particle NO; conversion, under commonly moderate winds, less N would be deposited locally and more
would be available for transport and deposition in a larger area of extent.
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2.6.3. SOx Chemistry

The only forms of monomeric SOx of interest in troposheric chemistry are SO, and SO;. SO can
be emitted from the stacks of power plants and factories; however, it reacts extremely rapidly with H,O in
the stacks or immediately after release into the atmosphere to form H,SO,4, which mainly condenses onto
existing particles when particle loadings are high; it can nucleate to form new particles under lower
concentration conditions. Thus, only SO, is present in the troposheric boundary layer at concentrations of
concern for environmental exposures.

Gas phase oxidation of SO, is initiated by the reaction

SO, + OH + M —— HSO, + M

Reaction 29
followed by
HSO, + O, —— SO, + HO,
Reaction 30
SO, + H,0 —— H,S0,
Reaction 31

Because the saturation vapor pressure of H,SOy, is extremely low, it will be removed rapidly by
transfer to the aqueous phase of aerosol particles and cloud droplets. Depending on atmospheric
conditions and the concentrations of other ambient particles and gas-phase species that can participate in
new particle formation, it can also nucleate to form new particles. Rate coefficients for the reactions of
SO, with either HO, or NOs (JPL, 2003) are too low to be significant.

SO, is chiefly but not exclusively primary in origin; it is also produced by the photochemical
oxidation of reduced S compounds such as DMS, H,S, CS,, OCS, and methyl mercaptan, which are all
mainly biogenic in origin (Their sources are discussed in Section 2.3.2). Table 2-4 lists the t of reduced S
species with respect to reaction with various oxidants. Except for OCS, which is lost mainly by photolysis
with T ~6 months, these species are lost mainly by reaction with OH and NO;".
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Table 2-4. Atmospheric lifetimes (1) of SO, and reduced S species with respect to reaction with OH, NO;,
and Cl radicals.

OH NOs Cl
Compound

kx 1012 - k x 1012 - k x 1012 -
S0O2 1.6 7.2d NA NA
CH3-S-CHs 5.0 2.3d 1.0 1.1h 400 29d
H2S 4.7 22d NA 74 157 d
CS: 12 96d <0.0004 >116 day <0.004 Nr
0Cs 0.0019 17y <0.0001 >1.3yr <0.0001 Nr
CHs-S-H 33 84h 0.89 12h 200 58d
CH3-S-S-CHs 230 1.2h 0.53 21h NA

'Rate coefficients were taken from JPL Chemical Kinetics Evaluation No. 14 (JPL 2003). NA = Reaction rate coefficient not available. OH = 1 x 106/cm3 . NO3 = 2.5 x 108/cm?
Cl=1x 10%cm?. Nr = Rate coefficient too low to be relevant as an atmospheric loss mechanism. Rate coefficients were calculated at 298 K and 1 atmosphere.
Source: Seinfeld and Pandis (1998)

Because OCS is relatively long-lived in the troposphere, it can be transported upwards into the
stratosphere. Crutzen (1976) proposed that its oxidation serves as the major source of SO,*” in the
stratospheric Junge layer during periods when volcanic plumes do not reach the stratosphere. However,
the flux of OCS into the stratosphere is probably not sufficient to maintain this stratospheric aerosol layer.
Myhre et al. (2004) proposed instead that SO, transported upwards from the troposphere is the most likely
source since the upward flux of OCS is too small to sustain observed SO,*~ loadings in the Junge layer.

In addition, in situ measurements of the isotopic composition of S do not match those of OCS (Leung
et al., 2002).

Reaction with NO; at night most likely represents the major loss process for DMS and methyl
mercaptan, although the mechanisms are not well understood. Initial attack by NO; and OH involves H"
abstraction, with a smaller branch leading to OH addition to the S atom. The OH addition branch
increases in importance as temperatures decrease, becoming the major pathway below temperatures of
285 K (Ravishankara, 1997). The adduct may either decompose to form methanesulfonic acid (MSA) or
undergo further reactions in the main pathway to yield DMS (Barnes et al., 1991). Following H"
abstraction from DMS, the main reaction products include MSA and SO,. The ratio of MSA to SO, is
strongly temperature dependent, varying from 0.1 in tropical waters to 0.4 in Antarctic waters (Seinfeld
and Pandis, 1998). SO,* in excess of that expected from sea salt aerosols is related mainly to production
of SO, from the oxidation of DMS. These transformations among atmospheric S compounds are
summarized in Figure 2-18.
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Figure 2-18. Atmospheric cycle of S compounds.

2.6.3.1. Multi-Phase SOx Chemistry

The major S species in clouds are hydrogen sulfite (HSO5") and the sulfite ion (SO;”"). Both are
derived from the dissolution of SO, in water and are grouped together as S(IV); bisulfate ion (HSO,4 ) and
SO4* are grouped together as S(VI). The chief species capable of oxidizing S(IV) to S(VI) in cloud water
are O;, H,O, or organic peroxides, OH, and ions of transition metals such as iron (Fe), manganese (Mn)
and copper (Cu) in the presence of O,. The basic mechanism of aqueous-phase oxidation of SO, has long
been studied and can be found in numerous texts on atmospheric chemistry; see for example, Finlayson-
Pitts and Pitts (2000), Jacob (1999), Jacobson (2002), and Seinfeld and Pandis (1998). Following
Jacobson (2002), the steps involved in aqueous-phase oxidation of SO, can be summarized as: dissolution
of SOZ

SO, (9) «— SO, (aq)

Reaction 32

and formation and dissociation of H,SOs.

SO, (ag) + H,0(@q) «—> H,50, «—> H' + HSO, «—> 2H"* + SO,”

Reaction 33
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In the pH range commonly found in rainwater, pH 2 to 6, the most important reaction converting
S(IV) to S(VI) is

HSO,” + H,0 + H" «— SO,” + H,0 + 2H"

Reaction 34
as SO;> is much less abundant than HSO; .
Another pathway to aqueous-phase oxidation of S(IV) is reaction with Os
HSO,” + O, + OH —— SO,” + H,0 + O,
Reaction 35

But while the gas-phase reaction of SO, with O; is slow, the aqueous phase analog of Reaction 35
is rapid, with rate coefficient increases up to a value of ~5 x 10~ with increasing pH between 1 and 3
(Finlayson-Pitts and Pitts, 2000).

Major pathways for the aqueous-phase oxidation of S(IV) to S(VI) as a function of pH are shown
in Figure 2-19. For pH up to about 5.3, H,O, is the dominant oxidant converting S(IV) to S(VI), while at
pH >5.3, O; becomes dominant, followed by Fe(Ill), using the characteristic values found in Seinfeld and
Pandis (1998). However, differences in concentrations of oxidants result in differences in the pH at which
this transition occurs. Note that oxidation of SO, by O; and O, tends to be self-limiting: as SO is
formed, pH decreases and rates of these reactions decrease. Higher pH levels are expected to be found
mainly in marine aerosols; however, in marine aerosols, the Cl-catalyzed oxidation of S(IV) may be more
important (Hoppel and Caffrey, 2005; Zhang and Millero, 1991). Because NH," is so effective in
neutralizing acidity, it, too, affects the rate of oxidation of S(IV) to S(VI) and the rate of dissolution of
SO, in particles and cloud droplets.

Comparison of the relative rates of oxidation by gas-and-aqueous phase reactions by Warneck
(1999Db) indicated that, on average, only ~20% of SO, is oxidized by gas-phase reactions; the remainder is
oxidized by aqueous-phase reactions. Warneck’s box model (1999a) describing the chemistry of the
oxidation of SO, and NO, included interactions of S species and minor processes in sunlit cuamulus
clouds. The relative contributions of different reactions to the oxidation of S(IV) species to S(VI) 10
minutes after cloud formation are given in Table 2-5 with the last two columns showing the relative
contributions with and without transition metal ions. As can be seen from Table 2-5, SO, within a cloud
(gas + cloud droplets) is oxidized mainly by H,O, in the aqueous phase, while gas-phase oxidation by OH
is small by comparison. A much smaller contribution in the aqueous phase is made by methyl
hydroperoxide (CH;0OOH) because it is formed mainly in the gas phase and its Henry’s Law constant is
several orders of magnitude smaller that of H,O,. After H,O,, HNO, is the major contributor to S(I'V)
oxidation.

The values shown in Table 2-5 here and Table 2-3 above for NO; indicate that gas-phase oxidation
accounts for only ~20% of SO, oxidation but ~90% of NO, oxidation.
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Figure 2-19. Comparison of aqueous-phase oxidation paths. The rate of conversion of S(IV) to S(VI) is
shown as a function of pH. Concentrations assumed are: [SOz(g)] = 5 ppb; [NO2(g)] = 1 ppb;
[H202(g)] = 1 ppb; [03(g)] = 50 ppb; [Fe(lll)(aq)] = 0.3 uM; [Mn(ll)(aq)] = 0.3 uM.

In areas away from strong pollution sources, the SO, t is ~7 days, based on measurements of the
rate constant for Reaction 29 (JPL, 2003) and a nominal OH concentration of 10° molecules/cm’.
However, the mechanism of SO, oxidation at a particular location depends on local environmental
conditions. For example, near stacks, oxidants such as OH are depleted and almost no SO, is oxidized in
the gas phase. Farther downwind, as the plume is diluted with background air, the gas phase oxidation of
SO, increases in importance. Finally, even farther downwind when conditions in the plume can become
more oxidizing than in background air, the SO, oxidation rate can exceed that in background air.

SO, in the PBL is also removed from the atmosphere by dry deposition to moist surfaces, resulting
in an atmospheric t with respect to dry deposition of ~1 day to 1 week. Wet deposition of S naturally
depends on the variable nature of rainfall, but in general results in a T of ~7 days, too. These two
processes, oxidation and deposition, lead to an overall T of SO, in the atmosphere of 3 to 4 days.
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Table 2-5. Relative contributions of various reactions to the total S(IV) oxidation rate within a sunlit
cloud, 10 minutes after cloud formation.

Reaction % of Total % of TotalP
GAS PHASE
OH + SO: 35 3.1
AQUEOUS PHASE
O3 + HSO3~ 0.6 0.7
O3 + S032 7.0 8.2
H202 + SO32 78.4 82.1
CH300H + HSOs" 0.1 0.1
HNO4 + HSO3 9.0 4.4
HOONO + HSO3~ <0.1 <0.1
HSOs~ + HSOs5~ 1.2 <0.1
SOs™ + SOs2 <01 <0.1
HSOs + Fe2t 0.6

aln the absence of transition metals.In the presence of iron and copper ions.
Source: Adapted from Warneck (1999a). Used with permission.

Multiphase chemical transformations involving inorganic halogenated compounds effect changes in
the multiphase cycling of SOx in ways analogous to their effects on NOy. Oxidation of DMS by BrO
produces dimethyl sulfoxide (DMSO) (Barnes et al., 1991; Toumi, 1994), and oxidation by Cl leads to
formation of SO, (Keene et al., 1996). DMSO and SO, are precursors for MSA and H,SO,. In the MBL,
virtually all H,SO4 and MSA vapor condenses onto existing aerosols or cloud droplets, which
subsequently evaporate thereby contributing to aerosol growth and acidification. Unlike MSA, H,SO4
also has the potential to produce new particles (Korhonen et al., 1999; Kulmala et al., 2000) which in
marine regions is thought to occur primarily in the free troposphere.

Excepting H,SO4, inorganic particles are solid at low relative humidity (RH), and their composition
determines their deliquescence thresholds for forming saturated aqueous solutions. Crystallization is not
simply the reverse of deliquescence but is a process subject to hysteresis; see the sodium chloride (NaCl)
+ Na,SO, example in Figure 2-20, and Tang and Munkelwitz (1993) for deliquescence RH points of other
inorganic particles.

Particles with several components behave similarly to the example of Na,SO,4 but with more
complex curves and generally have deliquescence RH points below those of their constituent components
(Wexler and Seinfeld, 1991).

Saiz-Lopez et al. (2004) estimated that observed levels of BrO at Mace Head Atmospheric
Research Station in Ireland would oxidize (CHj3),S ~6 times faster than OH and thereby substantially
increase P(H,SO,) and other condensable S species in the MBL. SO, is also scavenged by deliquesced
aerosols and oxidized to H,SOy in the aqueous phase by several strongly pH-dependent pathways
(Chameides and Stelson, 1992; Keene and Savoie, 1998; Vogt et al., 1996). Model calculations indicate
that oxidation of S(IV) by O; dominates in fresh, alkaline sea salt acrosols, whereas oxidation by
hypohalous acids, primarily HOCI, dominates in moderately acidic solutions.
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Figure 2-20. RH effects on deliquescence and efflorescence points for a NaCl+ Na,SO4 particle, indicating
deliquescence at ~72% relative humidity and re-crystallization at ~52% RH. Points are
measurements from Tang et al., (1997); solid line is aerosol thermodynamic model prediction
of Ansari and Pandis (2000).

Additional non-sea salt (nss) pSOy, is generated by SO, oxidation in cloud droplets (Clegg and
Toumi, 1998). lon-balance calculations indicate that most of the nss pSQ, in short-lived sea salt size
fractions accumulates in acidic aerosol solutions or in acidic aerosols processed through clouds or both
(see, e.g., Keene et al., 2004). The production, cycling, and associated radiative effects of S-containing
aerosols in marine and coastal air are regulated in part by chemical transformations involving inorganic
halogens (Von Glasow et al., 2002b). These transformations include: dry-deposition fluxes of nss pSO, in
marine air dominated, naturally, by the sea salt size fractions (Huebert et al., 1996; Turekian et al., 2001);
HCI phase partitioning that regulates sea salt pH and associated pH-dependent pathways for S(IV)
oxidation (Keene et al., 2002; Pszenny et al., 2004); and potentially important oxidative reactions with
reactive halogens for (CH;),S and S(IV). However, both the absolute magnitudes and relative importance
of these processes in MBL S cycling are poorly understood.

2.6.4. Multiphase NOx, SOx, and NHx Interactions

Figure 2-17 above illustrated the central role NH; can play in the atmospheric chemistry of NOx
and SOx. This results in part from its being the most common soluble base in the atmosphere and from a
range of its possible chemical reactions. OH attack on NH; proceeds by

NH, + OH —— NH, + H,0

Reaction 36
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The fate of the NH, radical is not known with certainty, but in polluted atmospheres can be
NH, + O, —— NH, NHO, NO

Reaction 37
NH, + NO, —— N,
Reaction 38
NH, + NO, — N,O + H,0
Reaction 39

However, with typical OH concentrations of 1 to 2 x 10° molecules/cm’, the T of NH; against the initial
reaction is ~30 to 70 days, sufficiently long that this is a small sink compared to NH; uptake by cloud
droplets where it is reduced to NH4+

NH,(g) + H,0 «— NH;-H,0(aq) «— NH,” + OH

Reaction 40

Gas-phase NHj also reacts with gas-phase HNO; to form particulate NH,NO;
NH;, + HNO, «—— NH,NO,

Reaction 41

and with aqueous-phase H,SO4 to form particulate and aqueous-phase NHsHSO4 and (NH,4),SO,.
NH,(g) + H,SO,() —— NH,HSO, (s,1)

Reaction 42

NH,(g9) + NH,HSO,(l) —— (NH,), SO, (s,])

Reaction 43

These products are of special note because submicron NH,;HSO, and (NH4),SO4 can act as cloud
condensation nuclei, but the H,SO4 + H,O system does not readily undergo nucleation without addition of
NH, (Coffman and Hegg, 1995; Kulmala et al., 2007). These two product species are also of interest
because Reaction 42 and Reaction 43 are not reversible under typical ambient conditions, while
Reaction 41, resulting in creation of NH4NQOs, is reversible. The NH4;NOj is in a thermodynamic
equilibrium with NH," and HNO; in the gas phase such that lower temperatures shift the equilibrium
toward greater production of NH,;NOs. Higher RH also shifts the equilibrium toward liquid-phase
NH,NOs. For these reasons, and because gas-phase NH; will neutralize SO,*~ preferentially first,
NH4NO; can only form when an excess of gas-phase NH; first exists.

Along with HNO; and H,SO,4, NH; can be limiting in the formation of secondary atmospheric
particles containing NO; and SO4*". Measurements and thermodynamic models of free and condensed-
phase precursors have been used to predict the limiting reactant under different atmospheric conditions
(Blanchard et al., 2000; Dennis et al., 2001; Watson et al., 1994). Figure 2-21 shows results from one
application of this technique from Blanchard et al. (2000) with isopleths of NO;™ concentrations as
predicted from total HNO; and NH; with 25 pg/m® SO,* and 2 pg/m’ total CI. Formation of pNOs is
limited by total NHj; availability, but not HNO;, where isolines are vertical. NO;~ exists predominately in

2-39



the condensed phase where isolines are horizontal and formation is not limited by NHj; there. These
relationships have been confirmed in field measurements like those reported for NO;™ aloft in Arnold and
Luke (2007).
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Figure 2-21.  Predicted isolines of particulate NO; concentrations (ug/m?) as a function of total HNO; and
NH; at 293 K and 80% relative humidity, and with 25 pg/m?® SO42- and 2 g/m? total Cl-.
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Figure 2-22. Predicted particulate NO3; concentration as a function of RH for a typical environment. Actual
measured values depend on aging characteristics of the particle.
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Changing RH and particle water content also change the partitioning between gas and condensed phases
for semivolatile species like NO; ; see Figure 2-22 for the example of NH4NOs.

The phase partitioning of NH; with deliquesced aerosol solutions is controlled primarily by the
thermodynamic properties of the system

NH,(g) <[ NH,(aq)]«—>[NH, ]+K,/[H"]

Reaction 44

where Ky and K, are the temperature-dependent Henry’s Law and dissociation constants 62 M/atm, 1.8 X
107 M, respectively, for NHs; and K, is the ion product of water, 1.0 x 10'* M (Chameides, 1984). For a
given NHx concentration, increasing aqueous concentrations of particulate H™ will shift the partitioning of
NHj; towards the condensed phase. Consequently, under the more polluted conditions characterized by
higher pSO, concentration, ratios of gas-phase NH; to particulate NH, " decrease (Smith et al., 2007). It
also follows that in marine air, where aerosol acidity varies substantially as a function of particle size,
NHj partitions preferentially to the more acidic submicron size fractions (Keene et al., 2004; Smith et al.,
2007).

Because the dry V4 of gas-phase NH; to the surface is substantially greater than that for the
submicron pSO, fractions with which most NH," is associated, dry deposition fluxes of total NH; are
dominated by the gas-phase fraction (Russell et al., 2003; Smith et al., 2007). Consequently, partitioning
with acidic pSO, effectively increases the 1 of total NH; against dry deposition.

This shift has important consequences for NH; cycling in the atmosphere and potential ecological
effects. In coastal New England during summer, air transported from rural eastern Canada contains
relatively low concentrations of nss pSO4 and total NH; (Smith et al., 2007). Under these conditions, the
roughly equal partitioning of total NH; between gas and particulate phases sustains substantial dry
deposition fluxes to the coastal ocean of total NH; with a median value of 10.7 uM/m?*/day. In contrast,
heavily polluted air transported from the industrialized midwestern U.S. contains median concentrations
of nss pSO, and total NH3, which are a factor of ~3 or greater more than that median value for clean air.
Under these conditions, >85% of the total NHj; partitions to the acidic pSQO, size fractions, and,
consequently, the median dry-deposition flux of total NH; is 30% lower than that under the cleaner,
northerly flow regime. The relatively longer atmospheric t of total NH; against dry deposition under more
polluted conditions implies that, on average, total NH; would accumulate to higher atmospheric
concentrations under these conditions and also be subject to atmospheric transport over longer distances.
Consequently, the importance of NHy removal via wet deposition would also increase. Because of the
inherently sporadic character of precipitation, greater heterogeneity may exist in NH; deposition fields
leading to similar heterogeneity in any potential responses in sensitive ecosystems downwind of major S
emissions regions.

2.6.5. Transport-Related Effects on Chemistry

Convective processes and small-scale turbulence transport pollutants both upward and downward
throughout the PBL and the FT. NOy, SOy, and NHy can be transported vertically by convection into the
upper part of the mixed layer on one day, then transported overnight as a layer of elevated mixing ratios,
sometimes by a nocturnal low-level jet, and then entrained into a growing convective boundary layer
downwind and brought back to the surface.

Because NO and NO, are only slightly soluble, they can be transported over longer distances in the
gas phase than can more soluble species which are depleted by deposition to moist surfaces or taken up
more readily on aqueous surfaces of particles. During transport, emitted N species can be transformed
into reservoir species such as HNO;, PANs, and N,Os. These species can then contribute to local NOx
concentrations in remote areas. For example, it is now well established that PAN decomposition provides
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a major source of NOy in the remote troposphere (Staudt et al., 2003). PAN decomposition in subsiding
air masses from Asia over the eastern Pacific could make an important contribution to O; and NOx
enhancement in the U.S. (Hudman et al., 2004; Kotchenruther et al., 2001). Further details about
mechanisms for transporting O; and its precursors were described at length in 2006 O; AQCD (U.S. EPA,
2006Db).

Major episodes of high pollution concentrations in the eastern U.S. and in Europe are often
associated with slow-moving high-pressure systems. High-pressure systems during the warmer seasons
are associated with subsidence, resulting in warm, generally cloudless conditions with light winds. The
subsidence results in stable conditions near the surface, which inhibit or reduce the vertical mixing of
primary and secondary pollutants. Photochemical activity is enhanced under these conditions because of
higher temperatures and the availability of sunlight.

Crutzen and Gidel (1983), Gidel (1983), and Chatfield and Crutzen (1984) hypothesized that
convective clouds played an important role in rapid atmospheric vertical transport of trace species and
first tested simple parameterizations of convective transport in atmospheric chemical models. At nearly
the same time, evidence was shown of venting the boundary layer by shallow, fair weather cumulus
clouds (see, e.g., Greenhut et al., 1984; Greenhut, 1986). Field experiments were conducted in 1985,
which resulted in verification of the hypothesis that deep convective clouds are instrumental in
atmospheric transport of trace constituents (Dickerson et al., 1987). Once pollutants are lofted to the
middle and upper troposphere, they typically have a much longer chemical T and, with the generally
stronger winds at these altitudes, can be transported long distances from their source regions. Transport of
NOx from the boundary layer to the upper troposphere by convection tends to dilute concentrations and
extend the NOx t from <24 h to several days. Photochemical reactions occur during this long-range
transport. Pickering et al. (1990) demonstrated that venting of boundary layer NOx by convective clouds
(shallow and deep) causes enhanced P(O3) in the FT. NOx at the surface can often increase P(O;)
efficiency. Therefore, convection aids in the transformation of local pollution into a contribution to global
atmospheric pollution. Downdrafts within thunderstorms tend to bring air with less NOx from the middle
troposphere into the boundary layer. Lightning produces NO which is directly injected chiefly into the
middle and upper troposphere. The total global production of NO by lightning remains uncertain, but is
on the order of 10% of the total.

The first unequivocal observations of deep convective transport of boundary layer pollutants to the
upper troposphere were documented by Dickerson et al. (1987). Instrumentation aboard three research
aircraft measured CO, O;, NO, NOy, NOy, and HCs in the vicinity of an active mesoscale convective
system near the border of Oklahoma and Arkansas during the 1985 PRE-STORM experiment. Anvil
penetrations about two hours after cloud maturity found greatly enhanced mixing ratios inside the cloud
of all of the aforementioned species compared with outside it. NO mixing ratios in the anvil averaged 3 to
4 ppb, with individual 3-min observations reaching 6 ppb; boundary layer NOx was typically 1.5 ppb or
less outside the cloud. Therefore, the anvil observations represent a mixture of boundary layer NOx and
NOx contributed by lightning. Luke et al. (1992) summarized the air chemistry data from all 18 flights
during PRE-STORM by categorizing each case according to synoptic flow patterns. Storms in the
maritime tropical flow regime transported large amounts of CO, Os, and NOy into the upper troposphere
while the midtroposphere remained relatively clean. During frontal passages a combination of stratiform
and convective clouds mixed pollutants more uniformly into the middle and upper levels.

Thunderstorm clouds are optically very thick and, therefore, have major effects on radiative fluxes
and photolysis rates. Madronich (1987) provided modeling estimates of the effects of clouds of various
optical depths on photolysis rates. In the upper portion of a thunderstorm anvil, photolysis is likely to be
enhanced by a factor of 2 or more due to multiple reflections off the ice crystals. In the lower portion and
beneath the cloud, photolysis is substantially decreased. With enhanced photolysis rates, the NO-to-NO,
ratio in the upper troposphere is driven to larger values than under clear-sky conditions.

Thunderstorm updraft regions, which contain copious amounts of water, are regions where efficient
scavenging of soluble species can occur (Balkanski et al., 1993). NO, itself is not very soluble; hence, wet
scavenging is not a major removal process for it. However, a major NOx reservoir species, HNOs, is
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highly soluble. Very few direct field measurements of the amounts of specific trace gases, including
HNO:;, that are scavenged in storms are available. Pickering et al. (2001) used a combination of model
estimates of soluble species that did not include wet scavenging and observations of these species from
the upper tropospheric outflow region of a major line of convection observed near Fiji. Over 90% of the
NOx in the outflow air appeared to have been removed by the storm.

2.7. Sampling and Analysis Techniques

2.7.1. Methods for Relevant Gas-Phase N Species

Separate sections here on field-deployed measurement techniques focus on current methods and
promising new technologies so no attempt is made to cover development of these methods or methods no
longer in widespread use. Rather, the descriptions in this chapter concern chiefly the Federal Reference
Methods and Federal Equivalent Methods (FRM and FEM, respectively). More detailed discussions of
the FRM, FEM, and other, newer methods including issues about their field use are found in Clemitshaw
(2004); Edgerton et al. (2006, 2007); McClenny (2000); Parrish and Fehsenfeld (2000); and U.S. EPA
(1996a, 2008a, 2008b).

2.7.1.1. NO and NO;

Chemiluminescence

NO can be measured reliably using the principle of gas-phase chemiluminescence (CL) induced by
the reaction of NO with O; at low pressure. Modern commercial NOx analyzers have sufficient sensitivity
for adequate measurement in urban and many rural locations (U.S. EPA, 1993a, 2006b). Research grade
CL instruments have been compared under realistic field conditions to spectroscopic instruments with
results that indicate that both methods are reliable at concentrations relevant to smog studies to better than
15% when using a 95% confidence response time of 60 seconds (see Crosley, 1996). Near-source, urban,
and rural and remote concentrations of NO are routinely measured using CL. However, Cardelino and
Chameides (2000) reported that measured NO concentrations during the afternoon were frequently at or
below the operational limit of detection (LOD), ~1 ppb, of the regulatory NOx instruments even in large
metropolitan regions such as Washington, DC, Houston, TX, and New York, NY.

The FRM for NO, also makes use of this NO detection technique using a prerequisite step to
reduce NO; to NO on the surface of a molybdenum oxide (MoQOx) substrate heated to ~340 °C. Because
the FRM monitor cannot detect NO, directly, the NO, level is computed as the difference between the
sample passed over the heated MoOyx substrate (the NOx total) and the sample not so reduced (the NO
alone). Reduction of NO, to NO on the MoOy substrate is not specific to NO,, however; hence, the CL
analyzers are subject to unknown and varying levels of interferences produced by the presence in the
sample of other oxidized N compounds, the NOz species shown in the outer box of Figure 2-16. This
interference is often termed a “positive artifact” in the NO, concentration estimate since the presence of
NOgz always results in an over-estimate in the reported measurement of the actual NO, concentration.

This interference by NOz compounds has long been known (see Crosley, 1996; Fehsenfeld et al.,
1987; McClenny et al., 2002; Nunnermacker et al., 1998; Parrish and Fehsenfeld, 2000; Rodgers and
Davis, 1989; Steinbacher et al., 2007; U.S. EPA, 2008a). These studies have relied on intercomparisons of
measurements using the FRM and other techniques for measuring NO,. The sensitivity of the FRM to
potential interference by individual NOz compounds is variable and depends in part on characteristics of
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individual monitors, such as design of the instrument inlet, the temperature and composition of the
reducing substrate, and the interactions of atmospheric species with the reducing substrate.

Only recently have attempts been made to quantify systematically the magnitude and variability of
the interference by NOy species in ambient measurements of NO,. Dunlea et al. (2007) found an average
of ~22% of ambient NO, (~9 to 50 ppb) measured in Mexico City was due to interference from NO;,
compounds; that is to say, the true ambient NO, concentration was ~22% lower than what was reported at
monitors using the CL difference technique. Although comparable levels of NO, are found in many
locations in the U.S., the same comparison for distinct places in the U.S. is difficult to make because
significant uncertainty remains in determining the concentrations of the higher oxidation NO products
since they are not routinely measured. Dunlea et al. (2007) compared NO, measured using the
conventional CL instrument with optical techniques. The main sources of interference were HNO; and
various RONO, which can be converted to NO on the catalyst with varying rates of efficiency. In this
study, the efficiency of conversion on the catalyst — that is, how much of the compound introduced to the
catalyst was converted to NO — was estimated to be ~38% for HNOs; ~95% for PAN, and ~95% for
other RONQO,. Peak interference (over-estimation) in the reported estimate of NO, concentrations from
the presence of NOz compounds of up to 50% was found during afternoon hours and was associated with
O; and NOz compounds such as HNO;, and with multifunctional alkyl nitrates.

In a study in rural Switzerland, Steinbacher et al. (2007) compared measurements of NO,
continuously measured using a conventional CL-NOx monitor and measurements in which NO, was
photolyzed to NO. They found that the conventional CL technique overestimated the reported NO,
concentration, on average, by 10% during winter and 50% during summer.

Another approach to estimating the NO, measurement interference uses model calculations in
conjunction with known data on the reduction efficiencies of NOz species on the MoOx converters.
Lamsal et al. (2008) used the conversion efficiencies noted above along with output for NOy species from
the GEOS-Chem CTM to derive seasonal correction factors for the ambient monitoring data across the
U.S. These factors range from <10% in winter in the East to >80% in the West, with the highest values
found during summer in relatively unpopulated areas. Lamsal et al. (2008) also used these corrected data
to determine the feasibility of using satellite data to supplement the ground-based data. However, the
current generation of satellite monitors are in low earth orbit and so the NO, values are restricted to time
of satellite overpass in early afternoon local time.

Calculations using CMAQ for the mid-Atlantic region in a domain extending from Virginia to
southern New Jersey (see http://www.mde.state.md.us /Programs/AirPrograms/air_planning/index.asp)
were made at much higher spatial resolution than the GEOS-Chem simulations by Lamsal et al. (2008).
The daily average interference for an episode during the summer of 2002 estimated using model-derived
concentration fields for NOy species and using the conversion efficiencies for NOz species given above,
ranged from ~20% in Baltimore to ~80% in Madison, VA. Highest values were found during the
afternoon, when photochemical activity is highest and production and accumulation of the higher
oxidized NOz compounds is greatest; lowest values occurred during the middle of the night when
photochemistry stops. The model calculations showed episode averages of the NOz-to-NO, ratio ranging
from 0.26 to 3.6 in rural Virginia, with the highest ratios in rural areas and lowest in urban centers closer
to sources of fresh NOx emissions. (The capabilities of three-dimensional CTMs such as GEOS-Chem
and CMAQ and issues associated with their use are presented in Section 2.8 below.)

In summary, the current CL method of determining ambient NOx and then reporting NO,
concentrations by subtraction of NO is subject to positive interference by NO, oxidation products, chiefly
HNO; and PAN as well as other oxidized N-containing compounds, though the magnitude of this positive
bias is largely unknown and can be rapidly changing. Measurements of these higher-order oxidation
products in urban areas are sparse. Concentrations of these oxidation products are expected to peak in the
afternoon because of the continued oxidation of NO, from NO emitted during the morning rush hours and
during conditions conducive to photochemistry in areas well downwind of sources, particularly during
summer.
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Within the urban core of metropolitan areas, where many of the ambient monitors are sited close to
strong NOx sources such as motor vehicles on busy streets and highways, these positive artifacts due to
NO, oxidation products are much smaller than outside the urban core farther downwind, and are
typically <10%. Conversely, the positive artifacts are larger in locations more distant from NOx sources
where NO, concentrations are lowest and can exceed 50% as noted above. Therefore, variable, positive
artifacts associated with measuring NO, using the FRM severely hamper its ability to serve as an accurate
and precise indicator of NO, concentrations at the typical ambient levels generally encountered in remote
areas outside of urban cores where they would be most relevant for the environmental exposures of
concern to a secondary NAAQS.

Other Methods

NO has also been successfully measured in ambient air with direct spectroscopic methods; these
include two-photon laser-induced fluorescence (TPLIF), tunable diode laser absorption spectroscopy
(TDLAS), and two-tone frequency-modulated spectroscopy (TTFMS). These were reviewed thoroughly
in the 2008 NOx ISA (U.S. EPA 2008a). The spectroscopic methods demonstrate excellent sensitivity and
selectivity for NO with detection limits on the order of 10 ppt for integration times of 1 min and
spectroscopic methods compare well with the CL method for NO in controlled laboratory air, ambient air,
and heavily polluted air (see Gregory et al., 1990; Kireev et al., 1999; Walega et al., 1984). However,
these spectroscopic methods remain research grade rather than field deployable due to their complexity,
size, and cost, but are essential for demonstrating that CL methods are reliable.

There are approaches to measuring NO, not affected by the artifacts mentioned above. For
example, NO, can be photolytically reduced to NO with an efficiency of ~70% as used in Steinbacher
et al. (2007). Ryerson et al. (2000) developed a gas-phase CL method using a photolytic converter based
on a Hg lamp with increased radiant intensity in the region of peak NO, photolysis, 350 to 400 nm, and
producing conversion efficiencies of 70% or more in less than 1 second. Metal halide lamps with
conversion efficiency of ~50% and accuracy on the order of 20% have been used (Nakamura et al., 2003).
Because the converter produces little radiation at wavelengths less than 350 nm, interferences from HNO;
and PAN are minimal. This method requires additional development to ensure its cost effectiveness and
reliability for extensive field deployment.

Optical methods such as those using differential optical absorption spectroscopy (DOAS) or laser-
induced fluorescence (LIF) are also available. However, these particular methods are more expensive than
either the FRM monitors or photolytic reduction technique and require specialized expertise to operate.
Moreover, the DOAS obtains an area-integrated measurement rather than a point measurement. Cavity
attenuated phase shift (CAPS) monitors are an alternative optical approach potentially less costly than
DOAS or LIF (Kebabian et al., 2007). However, this technique is not highly specific to NO, and is
subject to interference by other species absorbing at 440 nm, such as the 1,2—dicarbonyl compounds. The
extent of this interference and the potential of the CAPS technique for extensive field deployment have
not been evaluated.

A DOAS system manufactured by OPSIS is designated as an FEM for measuring NO,. DOAS
systems can also be configured to measure NO, HNO,, and NO;. Typical detection limits are 0.2 to 0.3
ppb for NO, 0.05 to 0.1 ppb for NO,, 0.05 to 0.1 ppb for HNO,, and 0.001 to 0.002 ppb for NO;, at path
lengths 0of 0.2, 5, 5, and 10 km, respectively. The obvious advantage compared to fixed-point
measurements is that concentrations relevant to a much larger area are obtained, especially if multiple
targets are used. At the same time, any microenvironmental artifacts are minimized over the long path
integration. However, comparisons to other measurements made at point locations are difficult to
interpret. A major limitation in this technique had involved inadequate knowledge of absorption cross
sections. Harder et al. (1997) conducted an experiment in rural Colorado involving simultaneous
measurements of NO, by DOAS and by photolysis followed by CL. They found differences of as much as
110% in clean air from the west; but for NO, mixing ratios in excess of 300 ppt, the two methods agreed
to better than 10%. Stutz et al. (2000) cites two intercomparisons of note. NO was measured by DOAS,
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by photolysis of NO, followed by CL, and by LIF during July 1999 as part of the SOS in Nashville, TN.
On average, the three methods agreed to within 2%, with some larger differences likely caused by spatial
variability over the DOAS path. In another study in Europe, a multi-reflection set-up over a 15 km path
negated the problem of spatial averaging. Here agreement with the CL detector following photolytic
conversion was excellent (slope = 1.006 + 0.005; intercept = 0.036 + 0.019; r* = 0.99) over a
concentration range from about 0.2 to 20 ppb.

Remote Sensing of NO;

The paucity of specific in situ NO, measurements motivates the inference of ground-level NO,
concentrations from satellite measurements of tropospheric NO, columns. This prospect would take
advantage of the greater sensitivity of tropospheric NO, columns to NOx in the lower troposphere than in
the upper troposphere as in Section 2.2 above. Tropospheric NO, columns show a strong correlation with
in situ NO, measurements in northern Italy (Ordonez et al., 2006). Quantitative calculation of surface
NO, concentrations from a tropospheric NO, column requires information on the relative vertical profile.
Comparison of vertical profiles of NO, in GEOS-Chem versus in situ measurements over and downwind
of North America showed a high degree of consistency (Martin et al., 2004, 2006), suggesting that CTMs
could be used to infer the relationship between surface NO, concentrations and satellite observations of
the tropospheric NO, column.

Table 2-6 contains an overview of the three satellite instruments used to retrieve tropospheric NO,
columns from measurements of solar backscatter. All three instruments are in polar sun-synchronous
orbits with global measurements in the late morning and early afternoon local time. The spatial resolution
of the measurement from SCIAMACHY is 7 times better than that from the GOME; and that from Ozone
Monitoring Instrument (OMI) is 40 times better than that from GOME.

Table 2-6. Satellite instruments used to retrieve tropospheric NO; columns.
Instrument Coverage Typical U.S. Typical Resolution Return Time Instrument
g Measurement Time (km) (days)" Overview
GOME 1995-2002 10:30-11:30 AM 320 x 40 3 Burrows et al. (1999)
SCIAMACHY 2002- 10:00-11:00 AM 30 x 60 6 Bovensmann et al.
(1999)
OMI 2004- 12:45-1:45 PM 13 x 24 1 Levelt et al. (2006)

" Return time is reported here for cloud-free conditions. Note that due to precession of the satellite’s orbit, return measurements are close to but not made over the same location. In
practice, clouds decrease observation frequency by a factor of 2.

Figure 2-23 shows tropospheric NO, columns retrieved from SCIAMACHY. Pronounced
enhancements are evident over major urban and industrial areas. The high degree of spatial heterogeneity
over the southwestern U.S. provides empirical evidence that most of the tropospheric NO, column is
concentrated in the lower troposphere. Tropospheric NO, columns are more sensitive to NOx in the lower
troposphere than in the upper troposphere (Martin et al., 2002). This sensitivity to NOy in the lower
troposphere is due to 25-fold decrease in the NO,-to-NO ratio from the surface to the upper troposphere
(Bradshaw et al., 1999), driven by the temperature dependence of the NO + O; reaction. Martin et al.
(2004) integrated in situ airborne measurements of NO, and found that during summer the lower mixed
layer contains 75% of the tropospheric NO, column over Houston and Nashville. However, it should be
noted that these satellite measurements are also sensitive to surface albedo and aerosol loading which
strongly vary locally.
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SCIAMACHY Tropospheric NO, (10 '* molec cm )

Source: Martin et al. (2006). Reprinted with permission.

Figure 2-23. Tropospheric NO, column estimates (molecules NO2/cm?) retrieved from the SCIAMACHY
satellite instrument for 2004-2005.

2.7.1.2. Total NOy

Gold-catalyzed CO or H, reduction, or conversion on heated MoOx, have been used for many years
to reduce total NOy to NO before detection by CL (Crosley, 1996; Fehsenfeld et al., 1987). Both
techniques offer generally reliable measurements, with response times on the order of 60 seconds and a
linear dynamic range demonstrated in field intercomparisons from ~10 ppt to 10s of ppb. Under some
conditions, hydrogen cyanide (HCN), NHj3, alkyl nitrates (RNO,), and acetonitrile (CH;CN) can be
converted to NO; but at normal atmospheric concentrations and RH, and when convertor temperature is
closely monitored, these are minor interferants. Thermal decomposition followed by LIF has also been
used for NOy detection. In field comparisons, instruments based on these two principles generally showed
good agreement (Day et al., 2002) with experimental uncertainty estimated to be on the order of 15 to
30%.

Commercially available NOx monitors have been converted to NOy monitors by moving the MoOx
convertor to couple directly to the sample inlet. Because of losses on inlet surfaces and differences in the
efficiency of reduction of NOz compounds on the heated MoOx substrate, NOx measured by CL in
standard mode cannot be considered a surrogate for NOy. However, in settings close to relatively high-
concentration fresh emissions like those during urban rush hour, most of the NOy is present as NOx.
Reliable measurements of NOy and NO,, especially at the low concentrations observed in many areas
remote from sources remain crucial for evaluating the performance of CTMs; see Section 2-8 for
additional details on CTM application and evaluation.

2.7.1.3. Nitric Acid

A major issue to be considered when measuring NOx and NOy is the possibility that HNOs, a
major component of NOy, is sometimes lost in inlet tubes and not measured (Luke et al., 1998; Parrish
and Fehsenfeld, 2000). This problem is especially important if measured NOy is used to identify NOx-
limited versus NOx-saturated conditions. The problem is substantially alleviated, although not necessarily
completely solved, by using much shorter inlets on NOy monitors than on standard NOx monitors and by
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the use of surfaces less likely to take up HNOj;. The correlation between O; and NOy differs for NOx-
limited versus NOx-saturated locations, but this difference is driven primarily by differences in the ratio
of O3 to HNO;. If HNO; were omitted from the NOy measurements, then the measurements would
represent a severely biased estimate.

Accurate measurement of HNO; has presented a long-standing analytical challenge. To understand
why, it is useful to consider the major factors that control HNO; partitioning between the gas and
deliquesced-particulate phases in ambient air as depicted in Reaction 45.

HNO, (g) <<= [HNO, (ag)] «—~=— [H*] + [NO, ]

Reaction 45

where Ky is the Henry’s Law constant in M/atm and Kj is the acid dissociation constant in M. Thus, the
primary controls on HNO; phase partitioning are its thermodynamic properties, aerosol liquid water
content (LWC), solution pH, and reaction kinetics. Aerosol LWC and pH are controlled by the relative
mix of acids and bases in the system, the hygroscopic properties of condensed compounds, and
meteorological conditions, chiefly RH, temperature, and pressure.

In the presence of chemically distinct aerosols of varying acidities (e.g., supermicron,
predominantly sea salt, and submicron, predominantly pSQ,), HNOj3 should partition preferentially to the
less-acidic particles, and observations are consistent with this (see. e.g., Huebert et al., 1996; Keene et al.,
1998). The kinetics of this phase partitioning are controlled by atmospheric concentrations of HNO; vapor
and pNO;, and the size distribution and 1 of the particles against deposition. Submicron diameter aerosols
typically equilibrate with the gas phase in seconds to minutes while supermicron aerosols require hours to
a day or more; see, e.g., Erickson et al. (1999) and Meng and Seinfeld (1996). Consequently, smaller
aerosol size fractions are typically close to thermodynamic equilibrium with respect to HNO;, whereas
larger size fractions, for which t against deposition range from hours to a few days, are often
undersaturated (Erickson et al., 1999; Keene et al., 1998).

Methods used widely for measuring HNOj; include standard filter packs configured with nylon or
alkaline-impregnated filters (see, e.g., Bardwell et al., 1990; Goldan et al., 1983), annular denuders like
U.S. EPA method IP-9, and mist chambers (Talbot et al., 1990), all typically joined to ion chromatography
detection. Intercomparisons of these measurement techniques by Hering et al. (1988), Tanner et al.
(1989), and Talbot et al. (1990) reported differences on the order of a factor of 2 or more. In part, this
variance is due to nonsystematic sampling error. When chemically distinct aerosols with different pH—
for example, sea salt and pSO,—mix together on a bulk filter, the acidity of the bulk mixture will be
greater than that of the less-acidic aerosols with which most of the NOjs is associated. This change in pH
may cause the bulk mix to be supersaturated with respect to HNOj; leading to volatilization and, thus, to a
positive measurement bias in HNO; sampled downstream. Alternatively, when undersaturated
supermicron size fractions like sea salt accumulate on a bulk filter and chemically interact over time with
HNO; in the sample air stream, scavenging may lead to a negative bias in the HNO; sampled
downstream. Because the magnitude of both effects will vary as functions of the overall composition and
thermodynamic state of the multiphase systems, the combined influence can cause net positive or net
negative measurement bias in data with unknown frequencies. Pressure drops across particle filters can
also lead to artifact volatilization and associated positive bias in HNO; concentrations measured
downstream.

Sensitive HNO; measurements based on the principle of chemical ionization mass spectroscopy
(CIMS) have become more common; see Huey et al. (1998), Furutani and Akimoto (2002), Mauldin et al.
(1998), and Neuman et al. (2002). The CIMS relies on selective formation of ions such as silicon
pentafluoride—nitric acid (SiFs - HNOs3) or (HSO, - HNO;) followed by detection via mass spectroscopy.
Two CIMS techniques and a filter pack technique were intercompared in Boulder, CO (Fehsenfeld et al.,
1998) where results indicated agreement to within 15% between the two CIMS instruments and between
the CIMS and filterpack methods under relatively clean conditions of 50-400 ppt HNO;. In more polluted
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air, the filterpack technique generally yielded higher values than the CIMS, suggesting that interactions
between chemically distinct particles on bulk filters is a more important source of bias in polluted
continental air. Differences were also greater at lower temperature when pNO; accounted for a relatively
greater fraction of total NO; .

Three semi-continuous methods for detecting HNO; were tested against the annular denuder
filterpack (ADS) integrated collection technique at the Tampa Bay Regional Atmospheric Chemistry
Experiment (BRACE) Sydney research station ~20 km downwind of the Tampa, FL, urban core (Arnold
and Luke, 2007). The semi-continuous instruments included: two slightly differing implementations of
the NOy-NOy* (total oxides of nitrogen minus that total denuded of HNOs) denuder difference technique,
one from the NOAA Air Resources Lab (ARL), and one from Atmospheric Research and Analysis, Inc.
(ARA); the parallel plate wet diffusion scrubber online ion chromatography technique from Texas Tech
University (TTU); and the CIMS from the Georgia Institute of Technology (GIT). Integrated twelve hour
ADS samples were collected by the University of South Florida (USF). Results for 10 min samples
computed from the various higher sampling frequencies of each semi-continuous instrument showed good
agreement (R* >0.7) for afternoon periods of the highest production and accumulation of HNOj. Further,
agreement was within = 30% for these instruments even at HNO; concentrations <0.30 ppb. The USF
ADS results were biased low, however, by 44%, on average, compared to the corporate 12-h aggregated
means from the semi-continuous methods, and by >600% for the nighttime samples; ADS results were
below the corporate mean maximum HNO; concentration by >30% as well. The four instruments using
semi-continuous methods, by contrast, were all within 10% of each other’s 12-h mean mixing ratios.
While only ARA employed a formal minimum detection limit at 0.050 ppb, error analysis with the other
techniques established that at the same level of precision, TTU’s effective limit was approximately the
same as ARA’s, and that ARL’s limit was 0.030 ppb; analysis for GIT showed no apparent effective limit
at the levels of HNO; encountered in this field study. The importance of sample inlet height for HNO;
measurements was indirectly shown through comparison to previous fieldwork at this site when sample
inlet heights ranged from 1.5-10 m and produced systematic discrepancies in HNO; concentrations
correlated with height of more than a factor of 2.

2.7.1.4. Other Nitrates

Methods for sampling and analysis of RONO, in the atmosphere have been reviewed by Parrish
and Fehsenfeld (2000). PAN, PPN, and MPAN were typically measured using a gas chromatograph
followed by electron capture detectors (GC-ECD); see, e.g., Gaffney et al. (1998), although other
techniques such as Fourrier Transform InfraRed (FTIR) analysis can also be used. Field measurements
made using GC-ECD have reported a total uncertainty of = 5 ppt + 15% (Gaftney et al., 1998; Roberts et
al., 1998). Additional descriptions of specific techniques for RONO, and some of the issues involved with
using data taken with them appear below in Section 2.10, accompanying descriptions of the methods used
routinely to monitor ambient air concentrations and deposition amounts of RONQO,, and in the 2008 NOx
ISA (U.S. EPA, 2008a).

2.7.1.5. Ammonia

Because NHj; plays a key role in the atmospheric chemistry of particle formation, several methods
have been developed for ambient and higher-level concentrations; see Allegrini et al. (1992); Appel et al.
(1988); Asman et al. (1998); Fehsenfeld et al. (1996); Genfa and Dasgupta (1989); Mennen et al. (1996);
Pryor et al. (2001); Schwab et al. (2007); Williams et al. (1992); and Wyers et al. (1993). Measurement of
NHj is made difficult by its chemistry, whereby it forms strong H bonds with itself and water, and can be
lost either with hysteresis or irreversibly to many instrument surfaces. Moreover, the range of atmospheric
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NH; concentrations extends over 4 or 5 orders of magnitude. Because of these challenges, many NH;
techniques remain research-grade with steep requirements of time, care, and technical experience.

U.S. EPA has proposed to include ambient NH; measurements in its National Core (NCore)
monitoring network (U.S. EPA, 2005b) and this has motivated additional development and testing of NH;
monitors. The U.S. EPA Environmental Technology Verification (ETV) Program’s Advanced Monitoring
Systems (AMS) Center, has verified the performance of seven ambient NH; monitors for use at confined
animal feeding operations (CAFOs). In collaboration with the U.S. Department of Agriculture (USDA),
the AMS Center verified the seven ambient NH; monitors (see Table 2-7) in two phases of testing, each at
separate CAFOs: Phase [ was conducted at a swine finishing farm and Phase II at a cattle feedlot. These
sites were selected to provide realistic testing conditions and a wide range of NH; concentrations.

Table 2-8 summarizes some of the performance data for the individual technologies. (The full verification
reports can be found at http://www.epa.gov/nrmrl/std/etv/vt-ams.html under the ambient NH; sensors
category.)

Ambient NH; monitors utilize a wide range of analytical methods, including direct detection by
spectroscopic techniques; indirect detection of NHj using selective membrane permeation with
conductivity detection, catalytic conversion with CL detection; treatment with a chemical dopant followed
by ion mobility detection; and other techniques. Ambient NH; monitors also can provide specialized
features valuable in specific uses, such as long-term monitoring or determining NH; fluxes and emission
rates.

For example, monitors that collect NH; concentration data with a frequency greater than 1 Hz can
be used with simultaneous three-dimensional windspeed and direction data to determine NHj flux.
Alternatively, open-path monitors can be used to calculate emission rates from CAFOs, since these
monitors measure the average NH; concentration over a 1 to 100 m path. Some monitors also are suitable
for long-term monitoring, since they can be operated without user intervention for weeks at a time.

Table 2-7. Verified ambient NH; monitors.

Technology Name Description

Aerodyne Research, Inc. QC-TILDAS  An infrared laser spectrometer, based on pulsed quantum cascade laser technology; continuous
measurement

Bruker Daltonics OPAG 22 Open-Path A broadband, open-path, Fourier transform infrared spectrometer for remote sensing continuous
Gas Analyzer measurement

Molecular Analytics lonPro-IMSNH3 An ion mobility spectrometer; continuous measurement
Analyzer

Omnisens SA TGA310 NH3 Analyzer Atrace gas analyzer that uses photoacoustic spectrometry; continuous measurement

Pranalytica, Inc. Nitrolux™ 1000 A resonant photoacoustic spectrometer with a line-tunable CO: laser; continuous measurement
Ambient NH3 Analyzer

Mechatronics Instruments BV A single-point monitor composed of a membrane diffusion sampler, a detector block with a diffusion
AiRRmonia NH3 Analyzer membrane, and two conductivity cells; continuous measurement

Thermo Electron Corp. Model 17C A CL analyzer that uses NO and ozone (Os) reactions; time-averaged measurement

NHs Analyzer
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Table 2-8. Performance characteristics of the 7 U.S. EPA ETV tested NH; methods.

Average . Response Linearity Comparabilitye
. . Relative :
Vendora Testing Relative Precision® Time
Accuracy® (95%)  Slope Intercept r2 Slope Intercept r2
A Phase | & 3.7to 0.3% 3to76min 090to -24t0-0.6 1.000 086to -05t016 0.984to
Phase Il 10.5% 1.03 1.20 0.990
B Phase |& 241034% 0.7t021% 8to20min 1.02to -24t0136 0.9957100.9999 041to -14t058 0.538to
Phase Il 1.28 1.18 0.9755
C Phase 1& 10t044% 0.2t01.3% 1to32min 0.716to -58.5t0 167 0.9854t00.9997 0.646t0 -6.7t021.6 0.97% to
Phase Il 1.25 1.83 0.9842
D Phase Il 2.2% 0.9% 2t02.6 min  0.966 15.9 1.000 115 -4 0.994
E Phase Il 18.3% 1.0% 25t017 0815 1.08 1.000 1.565 -16.5 0.994
min
F Phase Il 26% 1.8% 4t014s 0583 249 0.9144 NR NR NR

G Phasel& 4.7t010% 19t025% 08to66s 0.840to -8.8t035 0.9989t00.9998 0.984t0 -9.5t014.4 0.9943 to
Phase Il 0.962 1.09 0.9982

a Because the ETV Program does not compare technologies, the performance results shown in this table do not identify the vendor associated with each result and are not in the same
order as the list of technologies in Table 2-7. © A result of 0% indicates perfect accuracy or precision. ¢ The comparability of the verified technology with a standard reference method
was established by comparing the average NH3 sensors readings with time-integrated NH3 samples collected using citric-acid-coated denuders. The reference samples were collected
based on procedures described in the U.S. EPA Compendium Method 10-4.2, Determination of Reactive Acidic and Basic Gases and Acidity of Fine Particles (<2.5 um). Comparability
between the NH3 sensors results and the reference method results with respect to ambient air was assessed by linear regression using the reference method NH3 concentrations as the
independent variable and results from the NH3 sensor as the dependent variable.

In addition to the evaluation by U.S. EPA, ETV, a laboratory-based intercomparison of real-time
ambient NH; instruments was conducted and reported by Schwab et al. (2007) with seven instruments
using six methods. The tunable diode laser (TDL) absorption spectrometer, the wet scrubbing long-path
absorption photometer (LOPAP), the wet effusive diffusion denuder (WEDD), the ion mobility
spectrometer (IMS), the Nitrolux laser acousto-optical absorption analyzer, and a modified CL analyzer.
Schwab et al. (2007) reported that all instruments performed well and agreed to within ~25% of the
expected calibration value, with the exception of the CL analyzer which suffered from problems related to
its MoOx conversion of NOz to NO. (Work with a modification of this technique has been continuing
with the Aerosol Research Inhalation Epidemiology Study (ARIES); see, e.g., Blanchard and Hidy, 2003.)

Instrument response time is known to be a crucial feature for ambient NH; measurements, and
Schwab et al. (2007) showed response time to be sensitive to measurement history as well as the sample
handling materials. Shortest response was for the TDL; the Nitrolux and IMS and WEDD instruments had
unacceptably long time responses under some environmental conditions which rendered correlations
across instruments meaningless. The TDL and LOPAP reported values closest to delivered concentration
values; the IMS exhibited bias of ~ +25%; the Nitrolux bias was ~ —25%. Schwab et al. (2007) concluded
that sub-ppb ambient NH; measurements can be taken reliably with some of these instruments, but that
special care must still be exercised to ensure high-quality data.

These and other recent intercomparisons of ambient NH; instruments have confirmed that no single
active sampling technique has yet been identified for automated, fast-response, low-concentration, high-
quality continuous data.

Passive samplers for ambient NH; measurements, however, have been tested for multiple periods
of 14-day exposures over several years in the small network of sites in the U.S. Upper Midwest listed in
Table 2-9 and have performed well.
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Table 2-9. Site codes and locations of passive NH; samplers in the U.S. EPA and Lake Michigan Air
Directors and lllinois State Water Survey Consortium Project.

Site Code Location
IL11 Bondville, IL
IN99 Indianapolis, IN
MI96 Allen Park, Ml
MN18 Fernberg, MN
MN29 Blue Mounds S.P., MN
MN42 Great River Bluffs S.P., MN
OH02 Athens, OH
OH27 Cincinnati, OH
WI07 Mayville, WI

In this test, the Radiello” samplers demonstrated excellent reproducibility across the three samples
taken at each site for each 14-day exposure period. Ambient NH; concentration from each sampler and
the average value and standard deviation and percent relative standard deviation for each of the 14-day
exposure periods was reported at every site in 2007 and 2008 (data not shown).

NH3 ppbv

Figure 2-24.  Average ambient NH; concentrations from the NHz passive samplers trial network, 2007-2008.
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Figure 2-24 shows the average ambient NH; concentrations from each 14-day exposure period at
each site from the Radiello™ samplers. The irregularly high concentrations at Blue Mounds State Park,
MN remains unexplained, but may be due to wintertime shifts in the location of a large bison herd nearer
to the sample site.

2.7.2. Methods for Relevant Gas-Phase Sulfur Species

Currently, ambient SO, is measured using instruments based on pulsed fluorescence. The UV
fluorescence monitoring method for atmospheric SO, was developed to improve upon the flame
photometric detection (FPD) method for SO,, which in turn had displaced the pararosaniline wet chemical
method. The pararosaniline method is still the FRM for atmospheric SO,, but is rarely used because of its
complexity and slow response, even in its automated forms. Both the UV fluorescence and FPD methods
are designated as FEMs by the U.S. EPA, but UV fluorescence has largely supplanted the FPD approach
because of the UV method’s inherent linearity, sensitivity, and the absence of consumables, such as the H,
gas needed for FPD.

The LOD for a non-trace-level SO, analyzer is 10 ppb (CFR, 2006) However, most commercial
analyzers report operational detection limits of ~3 ppb. This concentration is very near the current
ambient annual average concentration of SO, of ~4 ppb.

SO, molecules absorb UV light at one wavelength and emit UV light at longer wavelengths. This
fluorescence involves excitation of the SO, molecule to a higher energy (singlet) electronic state. Once
excited, the molecule decays non-radiatively to a lower energy electronic state from which it then decays
to the original, or ground, electronic state by emitting a photon of light at a longer wavelength (i.e., lower
energy) than the original, incident photon. The process can be summarized by the following equations

SO, + hy, —> SO,
Reaction 46

SO,” —— SO, + hy,
Reaction 47

where SO,* represents the excited state of SO,, hvy, and hv, represent the energy of the excitation and
fluorescence photons, respectively, and hv, <hv,. The intensity of the emitted light is proportional to the
number of SO, molecules in the sample gas. Additional information is found in the 2008 SOx ISA (U.S.
EPA 2008D).

2.7.2.1. Positive Interference

Luke (1997) reported the positive artifacts of a modified pulsed fluorescence detector generated by
the co-existence of NO, CS,, and a number of highly fluorescent aromatic HCs such as benzene, toluene,
o-xylene, m-xylene, p-xylene, m-ethyltoluene, ethylbenzene, and 1,2,4-trimethylbenzene. The positive
artifacts could be reduced by using a HC kicker membrane. At a flow rate of 300 standard cc/min and a
pressure drop of 645 torr across the kicker, the interference from ppm levels of many aromatic HCs was
eliminated entirely. More details appear in the 2008 SOx ISA (U.S. EPA, 2008b).
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2.7.2.2. Negative Interference

Nonradiative deactivation (quenching) of excited SO, molecules can occur from collisions with
common molecules in air, including N, O,, and H,O. During collisional quenching, the excited SO,
molecule transfers energy, kinetically allowing the SO, molecule to return to the original lower energy
state without emitting a photon. Collisional quenching results in a decrease in the SO, fluorescence and
results in the underestimation of SO, concentration in the air sample. The concentrations of N, and O, are
constant in the ambient air, so quenching from those species at a surface site is also constant, but the
water vapor content of air can vary. Luke (1997) reported that the response of the detector could be
reduced by about 7% and 15% at water vapor mixing ratios of 1 and 1.5 mole percent (RH = 35 to 50%)
at 20-25 °C and 1 atm for a modified pulsed fluorescence detector. At very high SO, concentrations,
reactions between electronically excited SO, and ground state SO, to form SO; and SO are theoretically
possible (Calvert et al., 1978), but this possibility has not been examined.

2.7.2.3. Other Methods

A more sensitive SO, measurement method than the UV-fluorescence method was reported by
Thornton et al. (2002b) using an atmospheric pressure ionization mass spectrometer. The high
measurement precision and instrument sensitivity were achieved by adding isotopically labeled SO,
(**S'%0,) continuously to the manifold as an internal standard. Field studies showed that the method
precision was better than 10%.

SO, can also be measured by LIF at ~220 nm (Matsumi et al., 2005). Because the laser wavelength
is alternately tuned to an SO, absorption peak at 220.6 and a trough at 220.2 nm and the difference signal
at the two wavelengths is used to extract the SO, concentration, the technique eliminates interference
from either absorption or fluorescence by other species and has high sensitivity: 5 ppt in 60 s.

SO, can also be measured by the same DOAS instrument that can measure NO,; see the discussion
of DOAS in Section 2.7.1.1 above.

Photo-acoustic techniques have been employed for SO, detection, but generally have detection
limits sutable only for source monitoring (Gondal, 1997; Gondal and Mastromarino, 2001).

CIMS techniques for SO, have been shown to have high sensitivity, 10 ppt or better, with
uncertainty of ~15% when a charcoal scrubber is used for zeroing and the sensitivity is measured with
isotopically labeled **SO, (Hanke et al., 2003; Hennigan et al., 2006; Huey et al., 2004).

2.7.3. Methods for Relevant Aerosol-Phase Nitrogen and Sulfur
Species

SO is commonly present in PM, 5. Most PM, s samplers have a size-separation device to separate
particles so that only those particles approximately 2.5 um or less are collected on the sample filter. Air is
drawn through the sample filter at a controlled flow rate by a pump located downstream of the sample
filter. The systems have two critical flow rate components for the capture of fine particulates: both the
flow of air through the sampler must be at a flow rate that ensures the size cut at 2.5 um; and the flow rate
must be optimized to capture the desired amount of particulate loading with respect to the analytical
method detection limits.

Using the system described above to collect pSO,4 sampling artifacts can introduce: positive
sampling artifacts for pSO,, pNOs, and pNH,4 due to chemical reactions, and negative sampling artifacts
for NO;~ and NH," due to decomposition and evaporation.

Several traditional and new methods could be used to quantify elemental S collected on filters:
energy dispersive X-ray fluorescence, synchrotron induced X-ray fluorescence, proton induced X-ray
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emission (PIXE), total reflection X-ray fluorescence (XRF), and scanning electron microscopy. Energy
dispersive X-ray fluorescence (EDXRF) (Method 10-3.3, U.S. EPA, 1997; see U.S. EPA (2004) for
details) and PIXE are the most commonly used methods. Since sample filters often contain very small
amounts of particle deposits, preference is given to methods that can accommodate small sample sizes
and which require little or no sample preparation or operator time after the samples are placed into the
analyzer. XRF meets these needs and leaves the sample intact after analysis so it can be submitted for
additional examinations by other methods as needed. To obtain the greatest efficiency and sensitivity,
XREF typically places the filters in a vacuum which may cause volatile compounds to evaporate. As a
result, species that can volatilize such as NH4,NO; and certain organic compounds can be lost during the
analysis. The effects of this volatilization are important if the PTFE filter is to be subjected to subsequent
analyses of volatile species.

Polyatomic ions such as SO,*", NO;, and NH," are quantified by methods such as IC or automated
colorimetry for NH,". All ion analysis methods require a fraction of the filter to be extracted in deionized
distilled water for SO4> and Na,CO3/NaHCO; solution for NOj; and then filtered to remove insoluble
residues before analysis. The extraction volume should be as small as possible to avoid over-diluting the
solution and inhibiting the detection of the desired constituents at levels typical of those found in ambient
PM, 5 samples.

Continuous methods for the quantification of S compounds first remove gas-phase S from the
sample stream by a diffusion tube denuder followed by analysis of pSO4 (Cobourn et al., 1978; Durham
et al., 1978; Huntzicker et al., 1978; Mueller and Collins, 1980; Tanner et al., 1980). Another approach is
to measure total S and gas-phase S separately by alternately removing particles from the sample stream.
pSOy is obtained as the difference between the total and gas-phase S (Kittelson et al., 1978). The total S
content is measured by a FPD by introducing the sampling stream into a fuel-rich, H,-air flame (e.g.,
Farwell and Rasmussen, 1976; Stevens et al., 1969) which reduces S compounds and measures the
intensity of the CL from electronically excited sulfur molecules (S,*). Sensitivities for pSO4 as low as 0.1
pg/m’ with time resolution ranging from 1 to 30 min have been reported. Continuous measurements of
pSO, content have also been obtained by on-line XRF analysis with resolution of 30 min or less (Jaklevic
et al., 1981). During a field-intercomparison study of five different S instruments, Camp et al. (1982)
found four out of five FPD systems agreed to = 5% during a 1-week sampling period.

There are two major PM speciation ambient air-monitoring networks in the U.S.: the Chemical
Speciation Network (CSN), which now includes the former Speciation Trends Network (STN), and the
Interagency Monitoring of Protected Visual Environments (IMPROVE) network. The current CSN
samplers sample on a 1-in-3 days cycle using three filters: Teflon for equilibrated mass and elemental
analysis including elemental S; a HNO; denuded nylon filter for ion analysis including NO; and SO4*; a
quartz-fiber filter for elemental and organic carbon (EC and OC, respectively). The IMPROVE sampler,
which collects two 24-h samples per week, simultaneously collects one sample of PM;, on a Teflon filter,
and three samples of PM, 5 on Teflon, nylon, and quartz filters. PM, s mass concentrations are determined
gravimetrically from the PM, 5 Teflon filter sample, which is also used to determine concentrations of
selected elements. The PM, s nylon filter sample, which is preceded by a denuder to remove acidic gases,
is analyzed to determine pNOj and pSO, concentrations. Finally, the PM, s quartz filter sample is
analyzed for OC and EC using the thermal-optical reflectance (TOR) method for IMPROVE and thermal-
optical transmittance (TOT) for CSN, though this network is in transition to TOR.

In a side-by-side comparison of two of the chief aerosol monitoring techniques, PM, s mass and the
major contributing species were moderately well correlated among the different methods with r >0.8
(Hains et al., 2007). Agreement was good for total mass, SO,>, OC, total carbon (TC), and NH,", while
NO; and black carbon (BC) showed less-good fits. Based on reported uncertainties, however, even daily
concentrations of PM; 5 mass and major contributing species were often significantly different at the 95%
confidence level. The older STN/CSN methods reported generally higher values of PM, 5 total mass and
of individual species than did the IMPROVE-like ones. Since these differences can only be partially
accounted for by known random errors, the authors concluded that the current uncertainty estimates used
for data analyzed with the older STN protocol may underestimate the actual uncertainty.
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2.7.3.1. Artifacts

The reaction of SO, and other acid gases with basic sites on glass fiber filters or with basic coarse
particles on the filter leads to the formation of nonvolatile pSO,4, pNOs, and Cl salts. These positive
artifacts lead to overestimates of concentrations of PM total mass and SO,>” and likely NO5 ™ as well.
These problems were largely overcome by changing to quartz fiber or Teflon filters and by the separate
collection of the PM, s fraction. However, the possible reaction of acidic gases with basic coarse particles
remains a possibility, especially with PM;, and PM, ., s measurements. These positive artifacts could be
effectively eliminated by removing acid gases in the sampling line with denuders coated with NaCl or
N3.2CO3.

Positive sampling artifacts also occur during measurement of pNHy. The reaction of NH; with acid
particles

2NH, + H,S0, - (NH,),SO,

Reaction 48

either during sampling or during transportation, storage, and equilibration could lead to an overestimation
of pNH4 concentrations. Techniques have been developed to overcome this problem, including using a
denuder coated with hydrofluoric, citric, or phosphoric acid to remove NH; during sampling and to
protect the collected PM from NH; (Brauer et al., 1991; Keck and Wittmaack, 2006; Koutrakis et al.,
1988a, 1988b; Possanzini et al., 1999; Suh et al., 1992, 1994; Winberry et al., 1999). Positive artifacts for
pNH, can also develop during sample handling due to contamination with NH; emitted directly from
human sweat, breath, and tobacco smoking to form (NH4),SO4 or NH4HSOy if the filter is improperly
handled (Sutton et al., 2000).

Although pSOy is relatively stable on a Teflon filter, it is now well known that volatilization losses
of pNO; occur during sampling. For pNOs, the effect on the accuracy of atmospheric measurements from
these volatilization losses is more significant for PM, 5 than for PM;, partly because NO; contributes a
smaller fraction to PM; and partly because NO; is most often present in a non-volatile form such as
NaNOs, in the coarse mode.

Sampling artifacts resulting from the loss of pNOj3 species represents a significant problem in areas
such as southern California that experience high total NO; loadings. Hering and Cass (1999) discussed
errors in PM; 5 mass measurements owing to the volatilization of pNO; using data from two field
measurement campaigns conducted in southern California: the Southern California Air Quality Study
(SCAQS) (Lawson, 1990); and the 1986 California Institute of Technology (CalTech) study (Solomon
et al., 1992). In both studies, side-by-side sampling of PM, ;5 was conducted with one sampler collecting
particles directly onto a Teflon filter and a second using an MgO-coated denuder (Appel et al., 1981) to
remove gaseous HNQO;, followed by a nylon filter to absorb the evaporating HNOs. In both studies, the
PM, s mass lost from NH4NO; volatilization represented a significant fraction of the total PM, s mass, and
these losses were greater during summer than fall: 17% (summer) versus 9% (fall) during SCAQS, and
21% (summer) versus 13% (fall) during CalTech. With regard to percentage loss of pNOs, as contrasted to
percentage loss of mass discussed above, Hering and Cass (1999) found that the amount of pNO;
remaining on the Teflon filter samples was, on average, 28% less than that on the HNO; denuded nylon
filters.

Hering and Cass (1999) also analyzed these data by extending the evaporative model developed by
Zhang and McMurry (1987). The extended model used by Hering and Cass (1999) takes into account the
dissociation of collected NH4;NO; on Teflon filters into HNO; and NHj; via three mechanisms: scrubbing
of HNO; and NHj; in the sampler inlet. John et al. (1988) showed that clean PM inlet surfaces serve as
an effective denuder for HNO;; heating of the filter substrate above ambient temperature by sampling;
and pressure drop across the Teflon filter. For the sampling systems modeled, the flow-induced pressure
drop was measured to be less than 0.02 atm, and the corresponding change in vapor pressure was 2%, so
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losses driven by pressure drop were not considered to be significant in this work. Losses from Teflon
filters were found to be higher during the summer than during the winter, higher during the day compared
to night, and were reasonably consistent with modeled predictions.

Finally, during SCAQS (Lawson, 1990), particulate samples also were collected using a Berner
impactor and greased Tedlar substrates in size ranges from 0.05 to 10 pm in aerodynamic diameter. The
Berner impactor PM, ;5 NO;™ values were much closer to those from the denuded nylon filter than those
from the Teflon filter; the impactor NO;~ values were ~2% lower than the nylon filter NO; for the fall
measurements and ~7% lower for the summer measurements. When the impactor collection was
compared to the Teflon filter collection for nonvolatile species, pSOs, the results were in agreement.
Chang et al. (2000) discussed reasons for reduced loss of NO;~ from impactors.

Brook and Dann (1999) observed much higher NO;™ losses during a study in which they measured
NO;™ in Windsor and Hamilton, Ontario, Canada, by three techniques: a single Teflon filter in a
dichotomous sampler; the Teflon filter in an ADS; and total NO;™ including both the Teflon filter and the
nylon back-up filter from the ADS. The Teflon filter from the dichotomous sampler averaged only 13% of
the total NO3, whereas the Teflon filter from the ADS averaged 46% of total NO5 . Considerable NO; was
lost from the dichotomous sampler filters during handling, which included weighing and XRF
measurement in a vacuum.

Kim et al. (1999) also examined pNO; sampling artifacts by comparing denuded and non-denuded
quartz and nylon filters during the PM;, Technical Enhancement Program (PTEP) in the California South
Coast Air Basin. They observed NO;™ losses for most measurements; however, for a significant number of
measurements, they observed positive NO;™ artifacts. Kim et al. (1999) pointed out that random
measurement errors make it difficult to measure true amounts of NO;™ loss.

Diffusion denuder samplers, developed primarily to measure particle strong acidity (Koutrakis
et al., 1988a, 1992) also can be used to study NO; volatilization. Measurements were made with two
versions of the Harvard-U.S. EPA ADS (HEADS) for which HNOj; vapor was removed by a Na,COs
coated denuder and the remaining pNO; was reported either as the sum of nonvolatile NO5™ collected on a
Teflon filter, and volatized NO; collected on a Na,CO; coated filter downstream of the Teflon filter (full
HEADS) or on a Nylon filter downstream of the Teflon filter (Nylon HEADS). The full HEADS
consistently underestimated the total NO;~ by ~20% compared to the Nylon HEADS.

This comparison technique was then used to measure loss of NO;~ from Teflon filters in seven U.S.
cities by Babich et al. (2000) who found significant pNOj; losses in Riverside, CA, Philadelphia, PA, and
Boston, MA, but not in Bakersfield, CA, Chicago, IL, Dallas, TX, or Phoenix, AZ, where measurements
were made only during winter.

Negative sampling artifacts due to decomposition and volatilization are also significant for pNHy,
more often when it appears as NH4NOj; since (NH,4),SO, is much more stable. The presence and
deposition of NH4NOj is highly sensitive to environmental factors such as temperature, RH, acidity of
aerosols, as well as to filter type (Keck and Wittmaack, 2005; Spurny, 1999). Any change in these
parameters during the sampling period influences the position of the equilibrium between the particle and
gas phases. Keck and Wittmaack (2005) observed that at temperatures <0 °C, acetate—NO;, quartz fiber,
and Teflon filters could properly collect pNH4, NH3, and CI7; but at temperatures >0 °C, the salts were lost
from quartz fiber and Teflon filters, more so at higher temperatures and with no significant difference
between quartz fiber and Teflon filters. The salts were lost completely from denuded quartz fiber filters at
temperatures above ~20 °C, and from non-undenuded quartz fiber and Teflon filters at temperatures above
~25 °C. It is anticipated that current sampling techniques underestimate pNH, levels due to volatilization,
but fine particle mass contains many acidic compounds, and, as a consequence, a fraction of volatilized
NH," in the form of NH; can be retained on the Teflon filter by reactions with them. Owing to these
positive and negative interference effects, the magnitude of pNH, remains largely unknown. However,
techniques have been applied to pNH, sampling to correct its concentrations due to evaporation using a
backup filter coated with hydrofluoric acids, citric acid, or phosphorous acids to absorb the evaporated
NH, as NH;. Total NH,4 concentration then is the sum of the pNH4 collected on the Teflon filter and the
concentration of the NHj collected on the backup filter.
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Volatile compounds can also leave the filter after sampling and before filter weighing or chemical
analysis. Losses of NO;~, NH,", and CI” from glass and quartz-fiber filters that were stored in unsealed
containers at ambient air temperatures for 2 to 4 weeks before analysis exceeded 50% (Witz et al., 1990).

2.7.3.2. Other Methods

An integrated collection and vaporization cell was developed by Stolzenburg and Hering (2000)
that provides automated, 10—min resolution monitoring of fine pNO;. In this system, particles are
collected by a humidified impaction process and analyzed in place by flash vaporization and CL detection
of the evolved NOx. In field tests in which the system was co-located with two FRM samplers, the
automated pNO; sampler results followed the results from the FRM, but were offset lower. The system
also was co-located with a HEADS and a SASS speciation sampler (MetOne Instruments). In all these
tests, the automated sampler was well correlated to other samplers with slopes ranging from 0.95 for the
FRM to 1.06 for the HEADS, and correlation coefficients ranging from 0.94 to 0.996. During the
Northern Front Range Air Quality Study in Colorado (Watson et al., 1998), the automated NO; monitor
captured the 12—min variability in pNOj; concentrations with a precision of approximately + 0.5 pg/m’
(Chow et al., 1998). A comparison with denuded filter measurements followed by IC analysis (Chow and
Watson, 1999) showed agreement within + 0.6 pg/m® for most of the measurements, but exhibited a
discrepancy of a factor of 2 for the periods of high pNO; concentrations. More recent intercomparisons
took place during the 1997 Southern California Ozone Study (SCOS97) in Riverside, CA. Comparisons
with 14 days of 24-h denuder-filter sampling gave a correlation coefficient of 0.87 and showed no
significant bias. As currently configured, the system has a detection limit of 0.7 pg/m’ and a precision of
0.2 pg/m’.

The extent to which sampling artifacts for pNH4 have been adequately addressed in the current
networks is not clear. Recently, new denuder-filter sampling systems have been developed to measure
pSO,, pNO3, and pNH, with an adequate correction of NH," sampling artifacts. The denuder-filter system,
Chembcomb Model 3500 speciation sampling cartridge developed by Rupprecht & Patashnick Co, Inc.
could be used to collect NOs, SO,*", and NH, * simultaneously. The sampling system contains a single-
nozzle size-selective inlet, two honeycomb denuders, the aerosol filter and two backup filters (Keck and
Wittmaack, 2005). The first denuder in the system is coated with 0.5% sodium carbonate and 1% glycerol
and collects acid gases such as HCI, SO,, HNO,, and HNOs. The second denuder is coated with 0.5%
phosphoric acid in methanol for collecting NH;. Backup filters collect the gases behind denuded filters.
The backup filters are coated with the same solutions as the denuders. A similar system based on the same
principle was applied by Possanzini et al. (1999). The system contains two NaCl coated annular denuders
followed by two denuders coated with Na,COs " glycerol and citric acid, respectively. This configuration
was adopted to remove HNO; quantitatively on the first NaCl denuder. The third and forth denuder
remove SO, and NHj, respectively. A polyethylene cyclone and a two-stage filter holder containing three
filters are placed downstream of the denuders. Aerosol fine particles are collected on a Teflon membrane.
A backup nylon filter and a subsequent citric acid impregnated filter paper collect dissociation products,
NH;NOs, HNO; and NHj3, evaporated from the filtered particulate matter.
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2.8. Methods to Compute NOx and SOx Concentrations,
Chemical Interactions, and Deposition

2.8.1. Chemical Transport Models

CTMs are the prime tools used to compute the interactions among NOyx, SOy, other pollutants and
their precursors, the transport and transformation of air toxics, the production of secondary aerosols, the
evolution of the particle size distribution, and deposition of pollutants. CTMs are driven by emissions
inventories for primary species such as NOx, SOx, NHj3, and primary PM, and by meteorological fields
produced by other numerical prediction models. Meteorological quantities such as winds and
temperatures are taken from operational analyses, reanalyses, or weather circulation models. In most
cases, these are off-line meteorological analyses, meaning that they are not modified by radiatively active
species generated by the air quality model (AQM).

Emissions of precursor compounds can be divided into anthropogenic and biogenic source
categories, and biogenic sources can be further divided into biotic (vegetation, microbes, animals) and
abiotic (geogenic biomass burning, lightning) categories as presented in Section 2.2 above. However, the
distinction between biogenic sources and anthropogenic sources is often difficult to make, as human
activities affect directly or indirectly emissions from what would have been considered biogenic sources
during the preindustrial era. Thus, emissions from plants and animals used in agriculture have been
referred to as anthropogenic or biogenic in different applications. Wildfire emissions may be considered
to be biogenic, except that forest management practices may have led to the buildup of fuels on the forest
floor, thereby altering the frequency and severity of forest fires.

The initial conditions, or starting concentration fields of all species computed by a model, and the
boundary conditions, or concentrations of species along the horizontal and upper boundaries of the model
domain throughout the simulation, must be specified at the beginning of the simulation. Both initial and
boundary conditions can be estimated from models or data or, more generally, model + data hybrids.
Because data for vertical profiles of most species of interest are sparse, results of model simulations over
larger, usually global, domains are often used. As might be expected, the influence of boundary conditions
depends on the 7 of the species under consideration and the time scales for transport from the boundaries
to the interior of the model.

Each of the model components described above has associated uncertainties and the relative
importance of these uncertainties varies with the modeling application. The largest errors in
photochemical modeling are still thought to arise from the meteorological and emissions inputs to the
model (Russell and Dennis, 2000). Within the model itself, horizontal advection algorithms are still
thought to be significant sources of uncertainty (see, e.g., Chock and Winkler, 1994), though more
recently, those errors are thought to have been reduced (see, e.g., Odman and Ingram, 1996). There are
also indications that problems with mass conservation continue to be present in photochemical and
meteorological models (see, e.g., Odman and Russell, 1999) and can result in significant simulation
errors. The effects of errors in initial conditions can be minimized by including several days spin-up time
in a simulation to allow the model to be driven by emitted species before the simulation of the period of
interest begins.

While the effects of poorly specified boundary conditions propagate through the model’s domain,
the effects of these errors remain undetermined. Because many meteorological processes occur on spatial
scales smaller than the model grid spacing (either horizontally or vertically) and thus are not calculated
explicitly, parameterizations of these processes must be used and these introduce additional uncertainty.

Specific uncertainty also arises in modeling the chemistry of NOx transformations because they are
strongly nonlinear. Thus, the volume of the grid cell into which emissions are injected is important
because, for example, O; production or loss depends in a complicated way on the concentrations of NOx
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and OH as explained in Section 2.6.2.1 above. Use of ever-finer grid spacing allows more valid separation
of regions of high NOx concentrations from low NOx regions and from regions where NOx
concentrations are optimal for P(Os).

The use of grid spacing fine enough to resolve the chemistry in individual power-plant plumes is
too demanding of computer resources for this to be attempted in most regional air quality simulations.
Instead, parameterizations of the effects of sub-grid-scale processes such as these must be developed, else
serious errors can result if emissions are allowed to mix through an excessively large grid volume before
the chemistry step in a model calculation is performed. In light of the significant differences between
atmospheric chemistry taking place within and outside of a power plant plume identified by Ryerson et al.
(1998), inclusion of a separate module for treating large, tight plumes can be useful. Because the
photochemistry of NOx transformation is nonlinear, emissions correctly modeled in a tight plume may be
incorrectly modeled in a more dilute plume. Fortunately, it appears that the chemical mechanism used to
follow a plume’s development need not be as detailed as that used to simulate the rest of the domain, as
the inorganic reactions are most important in the plume; see e.g., Kumar and Russell (1996).

Because the chemical production and loss terms in the continuity equations for individual species
are coupled, the chemical calculations must be performed iteratively until calculated concentrations
converge to within some preset criterion. The number of iterations and the convergence criteria chosen
also can introduce error.

CTMs have been developed for application over a wide range of spatial scales ranging up from
neighborhood to global. Regional scale CTMs are used to: obtain better understanding of the processes
controlling the formation, transport, and destruction of gas- and particle-phase criteria and hazardous air
pollutants; understand the relations between concentrations of secondary pollutant products and
concentrations of their precursors such as NOx and VOCs and the factors leading to acid deposition and
possible damage to biota and ecosystems; understand relations among the concentration patterns of
various pollutants that may exert adverse effects; and evaluate how changes in emissions propagate
through the atmospheric system to secondary products and deposition.

CTMs in current use mostly have one of two forms. The first, grid-based or Eulerian air quality
models subdivide the region to be modeled or the modeling domain, into a three-dimensional array of grid
cells. Spatial derivatives in the species continuity equations are cast in finite-difference form over this
grid and a system of equations for the concentrations of all the chemical species in the model are solved
numerically at each grid point. Finite element Eulerian models also exist and have been exercised, but less
frequently. Time-dependent continuity or mass conservation equations are solved for each species
including terms for transport, chemical production and destruction, and emissions and deposition (if
relevant), in each cell. Chemical processes are simulated with ordinary differential equations, and
transport processes are simulated with partial differential equations. Because of a number of factors such
as the different time scales inherent in different processes, the coupled, nonlinear nature of the chemical
process terms, and computer storage limitations, not all of the terms in the equations are solved
simultaneously in three dimensions. Instead, operator splitting, in which terms in the continuity equation
involving individual processes are solved sequentially, is used.

In the second common CTM formulation, trajectory or Lagrangian models, a number of
hypothetical air parcels are specified as though following wind trajectories. In these models, the original
system of partial differential equations is transformed into a system of ordinary differential equations.

A less common approach is to use a hybrid Lagrangian-Eulerian model, in which certain aspects of
atmospheric chemistry and transport are treated with a Lagrangian approach and others are treaded in an
Eulerian manner; see e.g., Stein et al., 2000.

Each approach has advantages and disadvantages. The Eulerian approach is more general in that it
includes processes that mix air parcels and allows integrations to be carried out for long periods during
which individual air parcels lose their identity. There are, however, techniques for including the effects of
mixing in Lagrangian models such as FLEXPART (Zanis et al., 2003), ATTILA (Reithmeier and Sausen,
2002), and CLaMS (McKenna et al., 2002).
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2.8.1.1. Global Scale

Global-scale CTMs are used to address issues associated with climate change and stratospheric O;
depletion, and to provide boundary conditions for the regional-scale models. The CTMs include
simplified mathematical descriptions of atmospheric transport, the transfer of solar radiation through the
atmosphere, chemical reactions, and removal to the surface by turbulent motions and precipitation for
pollutants emitted into the model domain. The upper boundaries of the CTMs extend anywhere from the
top of the mixed layer to the mesopause at ~80 km to obtain more realistic boundary conditions for
problems involving stratospheric dynamics.

The importance of global transport of O3 and O precursors and their contribution to regional Os
levels in the U.S. is now apparent. There are at present on the order of 20 three-dimensional global
models developed by various groups to address problems in tropospheric chemistry. These models resolve
synoptic meteorology, O;-NOx-CO-HC photochemistry, have parameterizations for wet and dry
deposition, and parameterize sub-grid scale vertical mixing processes such as convection. Global models
have proven useful for testing and advancing scientific understanding beyond what is possible with
observations alone. For example, they can calculate quantities of interest that cannot be measured directly,
such as export of pollution from one continent to the global atmosphere, or the response of the
atmosphere to future perturbations in anthropogenic emissions.

Global simulations are typically conducted at a horizontal resolution of 200 km? or more.
Simulations of the effects of transport from long-range transport link multiple horizontal resolutions from
the global to the local scale. Finer resolution will only improve scientific understanding to the extent that
the governing processes are more accurately described at that scale. Consequently, there is a critical need
for observations at the appropriate scales to evaluate the scientific understanding represented by the
models.

During the recent [IPCC-AR4 tropospheric chemistry study coordinated by the European Union
Atmospheric Composition Change: the European Network of excellence (ACCENT), 26 atmospheric
CTMs were used to estimate the impacts of three emissions scenarios on global atmospheric composition,
climate, and air quality in 2030 (Dentener et al., 2006a, b). All models were required to use anthropogenic
emissions developed at IIASA (Dentener et al., 2005) and GFED version 1 biomass burning emissions
(Van der Werf et al., 2003) as described in Stevenson et al. (2006). The base simulations from these
models were evaluated against a suite of present-day observations. Most relevant to this assessment report
are the evaluations with NO, and N deposition (Dentener et al., 2006b; Stevenson et al., 2006), which are
summarized briefly below.

A subset of 17 of the 26 models used in the Stevenson et al. (2006) study was used to compare with
three retrievals of NO, columns from the GOME instrument (van Noije et al., 2006) for the year 2000.
The higher resolution models reproduced the observed patterns better, and the correlation among
simulated and retrieved columns improved for all models when simulated values were smoothed to a 5° x
5° grid, implying that the models did not accurately reproduce the small-scale features of NO, (van Noije
et al., 2006). Van Noije et al. (2006) also suggested that variability in simulated NO, columns may reflect
model differences in OH distributions and the resulting NOx lifetimes, as well as differences in vertical
mixing which strongly affected partitioning between NO and NO,. Overall, the models tended to
underestimate concentrations in the retrievals in industrial regions including the eastern U.S. and to
overestimate them in biomass burning regions (van Noije et al., 2006).

Over the eastern U.S. and in industrial regions more generally, the spread in absolute column
abundances is generally larger among the retrievals than among the models, with the discrepancy among
the retrievals particularly pronounced in winter (van Noije et al., 2006), suggesting that the models were
biased low, or that the European retrievals may be biased high as the Dalhousie SAO retrieval is closer to
the model estimates. The lack of seasonal variability in fossil fuel combustion emissions may have
contributed to a wintertime model underestimate (van Noije et al., 2006) manifested most strongly over
Asia. In biomass burning regions, the models generally reproduce the timing of the seasonal cycle of the
retrievals, but tend to overestimate the seasonal cycle amplitude, partly due to lower values in the wet
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season, which may reflect an underestimate in wet season soil NO emissions (Jaeglé et al., 2004; van
Noije et al., 2006).

2.8.1.2. Regional Scale

Most major modeling efforts within the U.S. EPA use the Community Multiscale Air Quality
modeling system (CMAQ) (Byun and Schere, 2006; Byun and Ching, 1999). A number of other modeling
platforms using Lagrangian and Eulerian frameworks were reviewed in the 2006 O; AQCD (U.S. EPA,
2006b) and in Russell and Dennis (2000). Evaluations of the performance of CMAQ are given in Appel
et al. (2005), Arnold et al. (2003), Eder and Yu (2006), and Fuentes and Raftery (2005). CMAQ’s domain
can extend from several hundred kilometers to the entire hemisphere. CMAQ is most often driven by the
MMS5 mesoscale meteorological model (Seaman, 2000), though it may be driven by other meteorological
models, including the Regional Atmosphere Modeling System (RAMS); see http://atmet.com.
Simulations of pollution episodes over regional domains have been performed with a horizontal
resolution as low as 1 km, and smaller calculations over limited domains have been performed at even
finer scales. However, simulations at such high resolutions require better parameterizations of
meteorological processes such as boundary layer fluxes, deep convection, and clouds (Seaman, 2000), as
well as finer-scale emissions data than are generally available. Finer spatial resolution is necessary to
resolve features such as urban heat island circulation; sea, bay, and land breezes; mountain and valley
breezes; and the nocturnal low-level jet; all of which can affect pollutant concentrations.

The most common approach to setting up the horizontal domain is to nest a finer grid within a
larger domain of coarser resolution. However, there are other strategies such as the stretched grid (see
e.g., Fox-Rabinovitz et al., 2002) and the adaptive grid. In a stretched grid, the grid’s resolution
continuously varies throughout the domain, thereby eliminating any potential problems with the sudden
change from one resolution to another at the boundary. Caution should be exercised in using such a
formulation because certain parameterizations like those for convection valid on a relatively coarse grid
scale may not be valid on finer scales. Adaptive grids are not fixed at the start of the simulation, but
instead adapt to the needs of the simulation as it evolves (see e.g., Hansen et al., 1994). They have the
advantage that they can resolve processes at relevant spatial scales. However, they can be very slow if the
situation to be modeled is complex. Additionally, if adaptive grids are used for separate meteorological,
emissions, and photochemical models, there is no reason a priori why the resolution of each grid should
match, and the gains realized from increased resolution in one model will be wasted in the transition to
another model. The use of finer horizontal resolution in CTMs will necessitate finer-scale inventories of
land use and better knowledge of the exact paths of roads, locations of factories, and, in general, better
methods for locating sources and estimating their emissions.

The vertical resolution of these CTMs is variable, and usually configured to have more layers in the
PBL, and fewer higher up. Because the height of the boundary layer is of critical importance in
simulations of air quality, improved resolution of the boundary layer height would likely improve air
quality simulations. Additionally, current CTMs do not adequately resolve fine scale features such as the
nocturnal low-level jet in part because little is known about the nighttime boundary layer.

CTMs require time-dependent, three-dimensional wind fields for the period of simulation. The
winds may be generated either by a model using initial fields alone or with four-dimensional data
assimilation to improve the model’s performance; i.e., model equations can be updated periodically or
nudged to bring results into agreement with observations. Modeling series durations can range from
simulations of several days’ duration to several months or multiple seasons of the year.

Chemical kinetics mechanisms (sets of chemical reactions) representing the important reactions
occurring in the atmosphere are used in CTMs to estimate the rates of chemical formation and destruction
of each pollutant simulated as a function of time. Because of different approaches to the lumping of
organic compounds into surrogate groups for computational efficiency, chemical mechanisms can
produce somewhat different results under similar conditions. The CB-IV chemical mechanism (Gery
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et al., 1989), the RADM II mechanism (Stockwell et al., 1990), the SAPRC (e.g., Carter, 1990; Wang

et al., 2000a, b), and the RACM mechanisms can be used in CMAQ. Jimenez et al. (2003) provided brief
descriptions of the features of the main mechanisms in use and compared concentrations of several key
species predicted by seven chemical mechanisms in a box model simulation over 24 h. The average
deviation from the average of all mechanism predictions for O; and NO over the daylight period was
<20%, and was 10% for NO, for all mechanisms. However, much larger deviations were found for HNO;,
PAN, HO,, H,0,, ethylene, and isoprene. The large deviations shown for most species imply differences
between the T of atmospheric species and the assignment of model simulations to either NOx-limited or
radical-limited regimes between mechanisms. Gross and Stockwell (2003) found small differences
between mechanisms for clean conditions, with differences becoming more significant for polluted
conditions, especially for NO, and RO, radicals.

CMAQ and other state-of-the-science CTMs incorporate processes and interactions of aerosol-
phase chemistry (Mebust et al., 2003). There have also been several attempts to study the feedbacks of
chemistry on atmospheric dynamics using meteorological models like MM5 (Grell et al., 2000; Liu et al.,
2001; Lu et al., 1997; Park et al., 2001). This coupling is necessary to simulate accurately feedbacks such
as may be caused by the heavy aerosol loading found in forest fire plumes (Lu et al., 1997; Park et al.,
2001), or in heavily polluted areas. Photolysis rates in CMAQ can now be calculated interactively with
model-produced O;, NO,, and aerosol fields (Binkowski et al., 2007).

Spatial and temporal characterizations of anthropogenic and biogenic precursor emissions must be
specified as inputs to a CTM. Emissions inventories have been compiled on grids of varying resolution
for many HCs, aldehydes, ketones, CO, NH;, and NOx. Emissions inventories for many species require
the application of algorithms for calculating the dependence of emissions on physical variables such as
temperature and to convert the inventories into formatted emission files that can be used by a CTM. For
example, emissions data preprocessing for CMAQ is done by the Spare-Matrix Operator Kernel
Emissions (SMOKE) system; see http://smoke-model.org. For many species, information concerning the
temporal variability of emissions is lacking, so annual or O;.season averages are used in short-term,
episodic simulations. Annual emissions estimates are often modified by the emissions model to produce
emissions more characteristic of the time of day and season. Significant errors in emissions can occur if
inappropriate time dependence or a default profile is used.

2.8.1.3. Sub-Regional Scale

The grid spacing in regional CTMs of between 1 and 12 km? is usually too coarse to resolve spatial
variations on the neighborhood scale. The interface between regional scale models and models of smaller
exposure scales described is provided by smaller scale dispersion models. AERMOD (http://www.epa.gov
/scram001/dispersion_prefrec.htm) is one example of a steady-state plume model formulated as a
replacement to the ISC3 dispersion model. In the stable boundary layer (SBL), it assumes the
concentration distribution to be Gaussian in both the vertical and horizontal dimensions. In the convective
boundary layer, the horizontal distribution is also assumed to be Gaussian, but the vertical distribution is
described with a bi-Gaussian probability density function. AERMOD has provisions to be applied to flat
and complex terrain, and multiple source types (including, point, area and volume sources) in both urban
and rural areas. It incorporates air dispersion based on PBL turbulence structure and scaling concepts, and
is meant to treat both surface and elevated sources and simple and complex terrain in rural and urban
areas. The dispersion of emissions from line sources like highways is treated as the sum of emissions
from a number of point sources placed side by side. However, emissions are usually not in steady state
and there are different functional relationships between buoyant plume rise in point and line sources. It
should be remembered that NO, is largely secondary in nature. However, AERMOD does not have
provision for including secondary sources. The more appropriate use of AERMOD would be to simulate
the total of NO and NO,, or NOx.
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There are non-steady state models that incorporate plume rise explicitly from different types of
sources. For example, CALPUFF (http://www.src.com/calpuff/calpuff].htm) is a non-steady-state puff
dispersion model that simulates the effects of time- and space-varying meteorological conditions on
pollution transport, transformation, and removal and has provisions for calculating dispersion from
surface sources. However, it should be noted that neither model was designed to treat the dispersion of
emissions from roads or to include secondary sources.

2.8.1.4. Modeling Effects of Convection for Chemical Transport

The effects of deep convection can be simulated using cloud-resolving models or in regional or
global models in which the convection is parameterized. The Goddard Cumulus Ensemble (GCE) model
(Tao and Simpson, 1993) has been used by Pickering et al. (1991, 1992a, b, 1993, 1996), Scala et al.
(1990) and Stenchikov et al. (1996) in the analysis of convective transport of trace gases. The cloud
model is nonhydrostatic and contains a detailed representation of cloud microphysical processes. Two-
and three-dimensional versions of the model have been applied in transport analyses. The initial
conditions for the model are usually from a sounding of temperature, water vapor, and winds
representative of the region of storm development. Model-generated wind fields can be used to perform
air parcel trajectory analyses and tracer advection calculations.

Such methods were used by Pickering et al. (1992a) to examine transport of urban plumes by deep
convection. Transport of an Oklahoma City, OK, plume by the 10-11 June 1985 PRE-STORM squall line
was simulated with the 2-D GCE model. This major squall line passed over the Oklahoma City
metropolitan area, as well as more rural areas to the north. Chemical observations ahead of the squall line
were conducted by the PRE-STORM aircraft. In this event, forward trajectories from the boundary layer
at the leading edge of the storm showed that almost 75% of the low-level inflow was transported to
altitudes exceeding 8 km. Over 35% of the air parcels reached altitudes over 12 km. Tracer transport
calculations were performed for CO, NOx, Os, and HCs. Rural boundary layer NOx was only 0.9 ppb,
whereas the urban plume contained about 3 ppb. In the rural case, mixing ratios of 0.6 ppb were
transported up to 11 km. Cleaner air descended at the rear of the storm lowering NOx at the surface from
0.9 to 0.5 ppb. In the urban plume, mixing ratios in the updraft core reached 1 ppb between 14 and 15 km.
At the surface, the main downdraft lowered the NOx mixing ratios from 3 to 0.7 ppb.

Regional CTMs have been used for applications such as simulations of photochemical O3
production, acid deposition, and fine PM. Walcek et al. (1990) included a parameterization of cloud-scale
aqueous chemistry, scavenging, and vertical mixing in the chemistry model of Change et al. (1987). The
vertical distribution of cloud microphysical properties and the amount of sub-cloud layer air lifted to each
cloud layer are determined using a simple entrainment hypothesis (Walcek and Taylor, 1986). Vertically
integrated Oz formation rates over the northeast U. S. were enhanced by ~50% when the in-cloud vertical
motions were included in the model.

Global models with parameterized convection and lightning have been run to examine the roles of
these processes over North America. Lightning contributed 23% of upper tropospheric NOy over the
SONEX region according to the UMD-CTM modeling analysis of Allen et al. (2000). During the summer
of 2004 the NASA Intercontinental Chemical Transport Experiment — North America (INTEX-NA) was
conducted primarily over the eastern two-thirds of the U.S., as a part of the International Consortium for
Atmospheric Research on Transport and Transformation. Deep convection was prevalent over this region
during the experimental period. Cooper et al. (2006) used a particle dispersion model simulation for NOx
to show that 69—84% of the upper tropospheric O; enhancement over the region in summer 2004 was due
to lightning NOx. The remainder of the enhancement was due to convective transport of Oz from the
boundary layer or other sources of NOx. Hudman et al. (2007) used a GEOS-Chem model simulation to
show that lightning was the dominant source of upper tropospheric NOx over this region during this
period. Approximately 15% of North American boundary layer NOx emissions were shown to have been
vented to the free troposphere over this region based on both the observations and the model.
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2.8.2. Computed Deposition

Wet and dry deposition are important removal processes for pollutants on urban, regional, and
global scales and so are included in CTMs. The general approach used to estimate deposition velocity
(V4) in most models is the resistance-in-series method described above and represented in Equation 5.
This approach works for a range of substances, although it is inappropriate for species with substantial re-
emissions from the surface or for species where deposition to the surface depends on concentrations at the
surface itself. The approach is also modified somewhat for aerosols in that the terms Ry, and R, are
replaced with a surface V4 to account for gravitational settling.

V,=1/(R,+R, +R,)
Equation 5
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Figure 2-25. Schematic of the resistance-in-series analogy for atmospheric deposition. Function of wind
speed, solar radiation, plant characteristics, precipitation/moisture, and soil/air temperature.

where Ra, Rb, and Rc represent the resistance due to atmospheric turbulence, transport in the fluid
sublayer very near the elements of surface such as leaves or soil, and the resistance to uptake of the
surface itself, respectively, as shown in Figure 2-25.
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Wesley and Hicks (2000) listed several shortcomings of the then-current knowledge of dry
deposition. Among those shortcomings were difficulties in representing dry deposition over varying
terrain where horizontal advection plays a significant role in determining the magnitude of R, and
difficulties in adequately determining V4 for extremely stable conditions such as those occurring at night;
see the discussion by Mahrt (1998), for example. Under optimal conditions, when a model is exercised
over a relatively small area where dry deposition measurements have been made, models still generally
showed uncertainties on the order of + 30% (see, e.g., Brook et al., 1996; Massman et al., 1994; Padro,
1996; Wesely and Hicks, 2000). Wesely and Hicks (2000) concluded that an important result of those
comparisons was that the level of sophistication of most dry deposition models was relatively low, and
that deposition estimates, therefore, must rely heavily on empirical data. Still larger uncertainties exist
when the surface features in the built environment are not well known or when the surface comprises a
patchwork of different surface types, as is common in the eastern U.S.

2.8.2.1. Deposition Forms

Wet Deposition

Wet deposition results from the incorporation of atmospheric particles and gases into cloud droplets
and their subsequent precipitation as rain or snow, or from the scavenging of particles and gases by
raindrops or snowflakes as they fall (Lovett, 1994). Wet deposition depends on precipitation amount and
ambient pollutant concentrations. Receptor (i.e., vegetation) surface properties have little effect on wet
deposition, although leaves can retain liquid and solubilized PM. In terrain containing extensive
vegetative canopies, any material deposited via precipitation to the upper stratum of foliage is likely to be
intercepted by several foliar surfaces before reaching the soil. This allows such processes as foliar uptake,
chemical transformation, and re-suspension into the atmosphere to occur.

Landscape characteristics can affect wet deposition via orographic effects and by the closer
aerodynamic coupling to the atmosphere of tall forest canopies as compared to the shorter shrub and
herbaceous canopies. Following wet deposition, humidity and temperature conditions further affect the
extent of drying versus concentrating of solutions on foliar surfaces, which influence the rate of metabolic
uptake of surface solutes (Swietlik and Faust, 1984). The net consequence of these factors on direct
physical effects of wet deposited PM on leaves is not known (U.S. EPA, 2004).

Rainfall introduces new wet deposition and also redistributes throughout the canopy previously
dry-deposited particles (Peters and Eiden, 1992). The concentrations of suspended and dissolved materials
are typically highest at the onset of precipitation and decline with duration of individual precipitation
events (Hansen et al., 1994). Sustained rainfall removes much of the accumulation of dry-deposited
particles from foliar surfaces, reducing direct foliar effects and combining the associated chemical burden
with the wet-deposited material (Lovett, 1994) for transfer to the soil. Intense rainfall may contribute
substantial total particulate inputs to the soil, but it also removes bioavailable or injurious pollutants from
foliar surfaces. This washing effect, combined with differential foliar uptake and foliar leaching of
different chemical constituents from particles, alters the composition of the rainwater that reaches the soil
and the pollutant burden that is taken-up by plants. Once in the soil, these particle constituents may affect
biogeochemical cycles of major, minor, and trace elements. Low intensity precipitation events, in
contrast, may deposit significantly more particulate pollutants to foliar-surfaces than high intensity
precipitation events. Additionally, low-intensity events may enhance foliar uptake through the hydrating
of some previously dry-deposited particles (U.S. EPA, 2004).

Dry Deposition

Dry particulate deposition, especially of heavy metals, base cations, and organic contaminants, is a
complex and poorly characterized process. It appears to be controlled primarily by such variables as
atmospheric stability, macro- and micro-surface roughness, particle diameter, and surface characteristics
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(Hosker and Lindberg, 1982). The range of particle sizes, the diversity of canopy surfaces, and the variety
of chemical constituents in airborne particulates have made it difficult to predict and to estimate dry
particulate deposition (U.S. EPA, 2004).

Dry deposition of atmospheric particles to plant and soil surfaces affects all exposed surfaces.
Larger particles >5 um diameter are dry deposited mainly by gravitational sedimentation and inertial
impaction. Smaller particles, especially those with diameters between 0.2 and 2 um, are not readily dry-
deposited and may travel long distances in the atmosphere until their eventual deposition, most often via
precipitation. Plant parts of all types, along with exposed soil and water surfaces, receive steady deposits
of dry dusts, EC, and heterogeneous secondary particles formed from gaseous precursors (U.S. EPA,
1982b).

Estimates of regional particulate dry deposition infer fluxes from the product of variable and
uncertain measured or modeled particulate concentrations in the atmosphere and even more variable and
uncertain estimates of V4 parameterized for a variety of specific surfaces (see e.g., Brook et al., 1996).
Even for specific sites and well-defined particles, uncertainties are large. Modeling the dry deposition of
particles to vegetation is at a relatively early stage of development, and it is not currently possible to
identify a best or most generally applicable modeling approach (U.S. EPA, 2004).

Occult Deposition

The occurrence of occult deposition tends to be geographically restricted to coastal and high
mountain areas. Several factors make occult deposition particularly effective for the delivery of dissolved
and suspended particulates to vegetation. Concentrations of particulate-derived materials are often many-
fold higher in cloud or fog water than in precipitation or ambient air due to orographic effects and gas-
liquid partitioning. In addition, fog and cloud water deliver particulate chemical species in a bioavailable-
hydrated form to foliar surfaces. This enhances deposition by sedimentation and impaction of submicron
aerosol particles that exhibit low V4 before fog droplet formation (Fowler et al., 1989). Deposition to
vegetation in fog droplets is proportional to wind speed, droplet size, concentration, and fog density. In
some areas, typically along foggy coastlines or at high elevations, occult deposition represents a
substantial fraction of total deposition to foliar surfaces (Fowler et al., 1991).

2.8.2.2. Methods for Estimating Dry Deposition

Methods for estimating dry deposition of particles are more restricted than for gaseous species and
fall into two major categories: surface analysis methods, which include all types of estimates of
contaminant accumulation on surfaces of interest; and atmospheric deposition rate methods, which use
measurements of contaminant concentrations in the atmosphere and descriptions of surrounding surface
elements to estimate deposition rates (Davidson and Wu, 1990). Surface extraction or washing methods
characterize the accumulation of particles on natural receptor surfaces of interest or on experimental
surrogate surfaces. These techniques rely on methods designed specifically to remove only surface-
deposited material. Total surface rinsate may be equated to accumulated deposition or to the difference in
concentrations in rinsate between exposed and control (sheltered) surfaces and may be used to refine
estimates of deposition. Foliar extraction techniques may underestimate deposition to leaves because of
uptake and translocation processes that remove pollutants from the leaf surface (Garten and Hanson,
1990; Taylor et al., 1988). Foliar extraction methods also cannot distinguish gas from particle-phase
sources (Bytnerowicz et al., 1987a, 1987b; Dasch, 1987; Lindberg and Lovett, 1985; Van Aalst, 1982).

The National Dry Deposition Network was established in 1986 to document the magnitude, spatial
variability, and trends in dry deposition across the U.S.. Currently, the network operates as a component
of the CASTNet (Clarke et al., 1997). A significant limitation on current capacity to estimate regional
effects of NOx and SOx deposition is inadequate knowledge of the mechanisms and factors governing
particle dry deposition to diverse surfaces (U.S. EPA, 2004).
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Dry deposition cannot be directly measured. Deposition rates and totals are often calculated as the
product of measured ambient concentration and a modeled V4. This method is widely used because
atmospheric concentrations are easier to measure than are dry deposition rates, and models have been
developed to estimate V4. Ambient pollutant concentrations and meteorological conditions required for
application of inferential models are routinely collected at CASTNet dry deposition sites. Monitored
chemical species are limited to Os, SO42_, NO;~, NH,", SO,, and HNO;. The temporal resolution for the
ambient concentration measurements and dry deposition flux calculations is hourly for O; and weekly for
the other species (Clarke et al., 1997).

Collection and analysis of stem flow and throughfall can also provide useful estimates of
particulate deposition when compared to directly sampled precipitation. The method is most precise for
particle deposition when gaseous deposition is a small component of the total dry deposition and when
leaching or uptake of compounds of interest out of or into the foliage is not a significant fraction of the
deposition because these lead to positive and negative artifacts in the calculated totals.

Foliar washing, whether using precipitation or experimental lavage, is one of the best available
methods to determine dry deposition to vegetated ecosystems. Major limitations include the site
specificity of the measurements and the restriction to elements that are largely conserved within the
vegetative system. Surrogate surfaces have not been found that can adequately replicate essential features
of natural surfaces; and therefore do not produce reliable estimates of particle deposition to the landscape.

Micrometeorological methods employ eddy covariance, eddy accumulation, or flux gradient
protocols for quantifying dry deposition. These techniques require measurements of particulate
concentrations and of atmospheric transport processes. They are currently well developed for ideal
conditions of flat, homogeneous, and extensive landscapes and for chemical species for which accurate
and rapid sensors are available. Additional studies are needed to extend these techniques to more complex
terrain and more chemical species.

2.8.2.3. Factors Affecting Dry Deposition Rates and Totals

In the size range of ~0.1 to 1.0 um where V, is relatively independent of particle diameter as shown
in Figure 2-26, particulate deposition is controlled by roughness of the surface and by the stability and
turbulence of the atmospheric surface layer. Impaction and interception dominate over diffusion as dry
deposition processes, and the V4 is considerably lower than for particles that are either smaller or larger
than this size range (Shinn, 1978).

Deposition of particles between 1 and 10 um diameter is strongly dependent on particle size
(Shinn, 1978). Larger particles within this size range are collected more efficiently at typical wind speeds
than are smaller particles (Clough, 1975), suggesting the importance of impaction. Impaction is related to
wind speed, the square of particle diameter, and the inverse of receptor diameter as a depositing particle
fails to follow the streamlines of the air in which it is suspended around the receptor. When particle
trajectory favors a collision, increasing either wind speed or the ratio of particle size to receptor cross-
section increases the probability of collision.
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Figure 2-26. The relationship between particle diameter and deposition velocity for particles. Values
measured in wind tunnels by Little and Wiffen (1977) over short grass with wind speed of 2.5
m/s closely approximate the theoretical distribution determined by Peters and Eiden (1992) for
a tall spruce forest. These distributions reflect the interaction of Brownian diffusivity
(descending dashed line), which decreases with particle size and sedimentation velocity
(ascending dotted line from Stokes Law), which increases with particle size. Intermediate-
sized particles (.0.1 to 1.0 um) are influenced strongly by both particle size and sedimentation
velocity, and deposition is independent of size. Source: U.S. EPA (2004).

Empirical estimates of V4 for fine particles under wind tunnel and field conditions are often
several-fold greater than predicted by theory (Unsworth and Wilshaw, 1989). A large number of transport
phenomena, including streamlining of foliar obstacles, turbulence structure near surfaces, and various
phoretic transport mechanisms are not well characterized (U.S. EPA, 2004). The discrepancy between
estimated and predicted values of V4 may reflect model limitations or experimental limitations in the
specification of the effective size and number of receptor obstacles. Available reviews (e.g., U.S. EPA,
1996a, 2004) suggest the following generalizations: particles >10 um exhibit variable V4 between 0.5 and
1.1 cm/s depending on friction velocities, whereas a minimum particle V4 of 0.03 cm/s exists for particles
in the size range 0.1 to 1.0 pm; the V4 of particles is approximately a linear function of friction velocity;
and deposition of particles from the atmosphere to a forest canopy is from 2 to 16 times greater than
deposition in adjacent open terrain like grasslands or other low vegetation.

Leaf Surface Effects on Vg4

The chemical composition of a particle is not usually considered to be a primary determinant of its
V4. Rather, the plant leaf surface has an important influence on the V4 of particles, and therefore on the
flux of dry deposition to the terrestrial environment. Relevant leaf surface properties include stickiness,
microscale roughness, and cross-sectional area. These properties affect the probability of impaction and
particle bounce. The efficiency of deposition to vegetation also varies with leaf shape. Particles impact
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more frequently on the adaxial (upper surface) surface than on the abaxial (lower surface). Most particles
accumulate in the midvein, central portion of leaves. The greatest particle loading on dicotyledonous
leaves is frequently on the adaxial surface at the base of the blade, just above the petiole junction.
Precipitation washing probably plays an important role in this distribution pattern (U.S. EPA, 2004).

Lead particles have been shown to accumulate to a greater extent on older as compared with
younger needles and twigs of white pine, suggesting that wind and rain may be insufficient to fully wash
the foliage. Fungal mycelia (derived from windborne spores) were frequently observed in intimate contact
with other particles on leaves, which may reflect minimal re-entrainment of the spore due to shelter by the
particles, mycelia development near sources of soluble nutrients provided by the particles, or simply co-
deposition (Smith and Staskawicz, 1977).

Leaves with complex shapes tend to collect more particles than do those with shapes that are more
regular. Conifer needles are more efficient than broad leaves in collecting particles by impaction,
reflecting the small cross-section of the needles relative to the larger leaf laminae of broadleaves and the
greater penetration of wind into conifer canopies than broadleaf ones (U.S. EPA, 2004).

Canopy Surface Effects on Vg

Surface roughness increases particulate deposition, and V is usually greater for a forest than for a
nonforested area and greater for a field than for a water surface. Different size particles have different
transport properties and V4. The upwind leading edges of forests, hedgerows, and individual plants are
primary sites of coarse particle deposition. Impaction at high wind speed and the sedimentation that
follows the reduction in wind speed and carrying capacity of the air in these areas lead to preferential
deposition of larger particles (U.S. EPA, 2004).

Air movement is slowed in proximity to vegetated surfaces. Canopies of uneven age or with a
diversity of species are typically aerodynamically rougher and receive larger inputs of dry-deposited
pollutants than do smooth, low, or monoculture vegetation (Garner et al., 1989; U.S. EPA, 2004).
Canopies on slopes facing the prevailing winds receive larger inputs of pollutants than more sheltered,
interior canopy regions.

All foliar surfaces within a forest canopy are not equally exposed to particle deposition. Upper
canopy foliage tends to receive maximum exposure to coarse and fine particles, but foliage within the
canopy tends to receive primarily fine particles.

2.8.2.4. Nitrogen Deposition and Flux with Biota

Several N, are species are deposited to vegetation, among them, HNOs;, NO,, and PAN and other
RONO:;.

Field observations based on concentration gradients of HNO; and using eddy covariance
techniques demonstrate rapid deposition that approaches the aecrodynamic limit (as constrained by
atmospheric turbulence) in the Weseley and Lesht (1989) formulation based on analogy to resistance; see
Figure 2-25 and Equation 5. Surface resistance to HNO; uptake by vegetation is negligible and its
deposition rates are independent of leaf area or stomatal conductance, implying that deposition occurs to
branches, soil, and the leaf cuticle as well as leaf surfaces. The HNO; V4 typically exceeds 1 cm/s and
exhibits a diel pattern controlled by turbulence characteristics of midday maxima and lower values at
night in the more stable boundary layer.

Compared with HNOs, NO, interaction with vegetation is more difficult to understand in part
because very fast measurements of NO, flux are confounded by the rapid interconversion of NO and NO,
with O3 (Gao et al., 1991). Application of >N-labeled NO, has demonstrated that NO, is absorbed and
metabolized by foliage (Mocker et al., 1998; Segschneider et al., 1995; Siegwolf et al., 2001; Weber et al.,
1995). Exposure to NO, induces activation of NO;™ reductase (Weber et al., 1995, 1998), a necessary
enzyme for assimilating oxidized N. Current understanding of NO, interactions with foliage is largely
based on leaf cuvette and growth chamber studies, which expose foliage or whole plants to controlled
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NO, concentrations, and measure the fraction of NO, removed from the chamber air. A key finding is that
the fit of NO, flux to NO, concentratin has a non-zero intercept, implying a compensation point or
internal concentration. In studies at very low NO, concentrations, emission from foliage is observed
(Teklemariam and Sparks, 2006). Evidence for a compensation point is not solely based on the fitted
intercept. The NO, uptake rate to foliage is clearly related to stomatal conductance. Internal resistance is
variable, and may be associated with concentrations of reactive species such as ascorbate in the plant
tissue that react with NO, (Teklemariam and Sparks, 2006). Foliar NO, emissions show some dependence
on N content (Teklemariam and Sparks, 2006). Internal NO, appears to derive from plant N metabolism.

Two approaches to modeling NO, uptake by vegetation are the resistance-in-series analogy which
considers flux (F) as the product of concentration (C) and Vg, related to the sum of aerodynamic,
boundary layer, and internal resistances (R,, Ry, and Rg, respectively, from Equation 5 and Figure 2-25);
by convention, positive fluxes are in the direction from atmosphere to foliage. Note that this approach is
the method most often used to predict deposition in AQMs, that of Wesely and Lesht (1989), as described
above. Typically, the NO, Vj is less than that for Oz due to the surface’s generally higher resistance to
NO, uptake, consistent with NO,’s lower reactivity.

Alternatively, NO, exchange with foliage can be modeled from a physiological standpoint where
the flux from the leaf (J) is related to the stomatal conductance (gs) and a concentration gradient between
the ambient air NO, concentration (C,) and interstitial air NO, concentration (C;) in the leaf (C, — C;) as
depicted in Equation 6.

J= gs(ca _Ci )
Equation 6

This approach best describes results for exchange with individual foliage elements, and is expressed per
unit leaf or needle area. While this approach provides linkage to leaf physiology, it is not straightforward
to scale up from the leaf to the ecosystem. This model implicitly associates the compensation point with a
finite internal concentration. Typically observed compensation points are ~1 ppb; values of internal NO,
concentrations are consistent with metabolic pathways that include NOy. In this formulation, the uptake
will be linear with NO,, which is typically measured in foliar chamber studies.

Several studies have shown the UV dependence of NO, emissions, which implies some photo-
induced surface reactions to release NO,. Rather than model this as a UV-dependent internal
concentration, it would be more realistic to add an additional term to account for emission that is
dependent on light levels and other surface characteristics

J = g, (Ca_Ci) = ‘]s (UV)
Equation 7

PAN is phytotoxic and absorbed at the leaf. Observations based on inference from concentration
gradients and rates of loss at night (Schrimpf et al., 1996; Shepson et al., 1992) and from leaf chamber
studies (Teklemariam and Sparks, 2004) have indicated that uptake of PAN is slower than that of Os.
However, recent work in coniferous canopies with direct eddy covariance PAN flux measurements
indicated a V4 more similar to that of O;. Uptake of PAN is under stomatal control, has non-zero
deposition at night, and is influenced by leaf wetness (Turnipseed et al., 2006). On the other hand, flux
measurements determined by gradient methods over a grass surface showed a V4 closer to 0.1 cm/s, with
uncertainty on the order of a factor of 10 (Doskey et al., 2004). Whether the discrepancies are
methodological or indicate intrinsic differences between different vegetation is unknown. Uptake of PAN
is a smaller loss process than its thermal decomposition in all cases.

The biosphere also interacts with NOx through HC emissions and their subsequent reactions to
form multi-functional RONO,. Formation of the hydroxyalkyl nitrates occurs after OH attack on VOCs.
In one sense, this mechanism is simply an alternate pathway for OH to react with NOx to form a rapidly
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depositing species. If VOC were not present, OH would be available to react with NO, when it is present
to form HNOs.

Isoprene nitrates are an important class of RONO,. Isoprene reacts with OH to form a radical that
adds NO, to form the hydroxyalkyl nitrate. The combination of hydroxyl and NO; functional group
makes these compounds especially soluble with low vapor pressures, so they likely deposit rapidly
(Shepson et al., 1996; Treves et al., 2000). Many other unsaturated HCs react by analogous routes.
Observations at Harvard Forest show a substantial fraction of the total of all gas-phase forms of oxidized
N is not accounted for by NO, NO, and PAN, and the remainder is attributed to the missing fraction of
RONO; (Horii et al., 2006; Munger et al., 1998). Furthermore, the total NOy flux exceeds the sum of
HNO;, NOx, and PAN, which implies that the RONO, are a substantial fraction of the total N deposition.
Other observations showing evidence of hydoxyalkyl nitrates include those of Grossenbacher et al. (2001)
and Day et al. (2003).

HNO, formation on vegetative surfaces at night has long been observed based on measurements of
positive gradients (Harrison and Kitto, 1994). Surface reactions of NO, enhanced by moisture were
proposed to explain these results. Production was evident at sites with high ambient NO,; at low
concentration, uptake of HNO, exceeded the source. Daytime observations of HNO, when rapid
photolysis is expected to deplete ambient concentrations to very low levels implies a substantial source of
photo-induced HNO, formation at a variety of forested sites where measurements have been made.
Estimated source strengths are 200 to 1800 ppt/h in the surface layer (Zhou et al., 2002a, 2003b), which is
~20 times faster than all nighttime sources.

HNO, sources could be important to HOx budgets as HNO, is rapidly photolyzed by sunlight to
OH and NO. Additional evidence of light-dependent reactions to produce HNO, comes from discovery of
a HNO; artifact in Pyrex sample inlet lines exposed to ambient light. Either covering the inlet or washing
it eliminated the HNO, formation (Zhou et al., 2002b). Similar reactions might serve to explain
observations of UV-dependent production of NOx in empty foliar cuvettes that had been exposed to
ambient air (Hari et al., 2003; Raivonen et al., 2003).

Production of HNO, in the dark is currently believed to occur via a heterogeneous reaction
involving NO, on wet surfaces (He et al., 2006; Jenkin et al., 1988; Pitts et al., 1984; Sakamaki et al.,
1983). It has been proposed that the mechanism has first-order dependence in both NO, and H,O
(Kleffmann et al., 1998; Svensson et al., 1987) despite the stoichiometry. However, the molecular
pathway of the mechanism is still under debate. Jenkin et al. (1988) postulated a H,O*NO, water complex
reacting with gas phase NO; to produce HNO,, which is inconsistent with the formation of an N,O,
intermediate leading to HNO, as proposed by Finlayson-Pitts et al. (2003). Another uncertainty is whether
the reaction forming HNO, is dependent on water vapor (Stutz et al., 2004; Svensson et al., 1987) or
water adsorbed on surfaces (Kleffmann et al., 1998). Furthermore, the composition of the surface and the
available amount of surface or surface-to-volume ratio can significantly influence the HNO, production
rates (Kaiser and Wu, 1977; Kleffmann et al., 1998; Svensson et al., 1987), which may explain the
difference in the rates observed between laboratory and atmospheric measurements.

There is no consensus on a chemical mechanism for photo-induced HNO, production. Photolysis of
HNO; or NO; absorbed on ice or in surface water films has been proposed (Honrath et al., 2002;
Ramazan et al., 2004; Zhou et al., 2001, 2003b). Alternative pathways include NO, interaction with
organic surfaces such as humic substances (George et al., 2005; Stemmler et al., 2006). Note that either
NO; photolysis or heterogeneous reaction of NO, are routes for recycling deposited NOx back to the
atmosphere in an active form. NO;™ photolysis would return N that heretofore was considered irreversibly
deposited, while surface reactions between NO, and water films or organic molecules would decrease the
effectiveness of observed NO, deposition if the HNO, were re-emitted.
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2.8.3. Air Quality Model Evaluation

Urban and regional air quality is determined by a complex system of coupled chemical and
physical processes including emissions of pollutants and pollutant precursors, complex chemical
reactions, physical transport and diffusion, and wet and dry deposition. NOy in these systems has long
been known to act nonlinearly in P(O;) and other secondary pollutants (Dodge, 1977); to extend over
multiple spatial and temporal scales; and to involve complicated cross-media environmental issues such
as acidic or nutrient deposition to sensitive biota and degradation of visibility.

NOy species emitted and transformed from emissions control the production and fate of O; and
aerosols by sustaining or suppressing OH cycling. Correctly characterizing the interrelated NOy and OH
dynamics for O3 formation and fate in the polluted troposphere depends on new techniques using
combinations of several NOy species for diagnostically probing the complex atmospheric dynamics in
typical urban and regional airsheds.

Arnold et al. (1998) described a model evaluation methodology that distinguished several types of
AQM testing. Two components of that methodology were: operational testing to judge the performance
and overall behavior of a model over specific attributes; and diagnostic testing to help reveal potential
compensating error in model inputs or processing. Diagnostic testing is in situ testing of model
components using data that emphasize atmospheric processes, often with mass balance techniques, special
species ratios, and process rate and reaction rate information not typically stored by the model for output.
Some of these probes have been developed through process-oriented studies using theoretical
assumptions, model-derived explanations, and results from instrumented models ranging from one-
dimensional box models to the full 4-dimensional photochemical modeling system (Tonnesen and Dennis,
2000). Additional information on instrumenting AQM:s for diagnostic analysis with model process and
reaction rate information is found in Dennis et al. (2002); information pertaining to the specific
implementation of these techniques in CMAQ is found in (Gipson and Young, 1999); and results from
application of diagnostic probes to modeling experiments are found in Arnold and Dennis (2003, 2006).

Evaluation results from a recent U.S. EPA exercise of CMAQ in the Tampa Bay, FL, airshed are
presented here as an example of the present level of skill of state-of-the-science AQMs for predicting
atmospheric concentrations of the relevant NOx, SOy, and NHy species for this NAAQS assessment. This
modeling series exercised CMAQ version 4.4 and with the University of California at Davis (UCD)
sectional aerosol module in place of the standard CMAQ modal module and was driven by meteorology
from MMS5 v3.6 and with NEI emissions as augmented by continuous emissions monitoring data where
available. (The UCD size-segregated module was preferred for this application because of the importance
of sea salt particles in the bay airshed. Testing of this new engineering extension revealed that its
performance was very similar to CMAQ’s standard modal; hence, model behavior and performance
reported here can stand as a general indication of CMAQ’s skill.)

The CTM was run with 21 vertical layers for the month of May 2002. For this evaluation, CMAQ-
UCD was run in a one-way nested series of three domains with 32 km, 8 km, and 2 km horizontal grid
spacings from the CONUS (32 km) to central Florida and the eastern Gulf of Mexico (2 km).

Depictions of the 8 km and 2 km domains used here zoomed over the central Tampa area are shown
in Figure 2-27 and Figure 2-28.

2-73



-

Figure 2-27. 8 km southeast U.S. CMAQ domain zoomed over Tampa Bay, FL.
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Figure 2-28. 2 km southeast U.S. CMAQ domain zoomed over Tampa Bay, FL.

2.8.3.1. Ground-based Comparisons of Photochemical Dynamics

Errors in the NOx concentrations in the model most likely from on-road emissions (Figure 2-29)
affected NOx predictions, but CMAQ-UCD’s general responses were reasonable. The model also
replicated well anthropogenic and biogenic VOC emissions; see Figure 2-30 and Figure 2-31,
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respectively. After initial errors leading to underprediction in the first 21 days, CMAQ’s predictions of
hourly PM, 5 concentrations and trends over the whole month also replicated the observed concentrations
well; see Figure 2-32.
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Figure 2-29. Hourly averages for May 1-31, 2002. CMAQ 8 km and 2 km results and measured
concentrations of NO (top), NO; (middle), and total NOx (bottom). Legend: blue circles =
Observations (OBS); green squares = 8 km; red diamonds =2 km CMAQ solutions.
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Figure 2-30. May 2002 daily concentrations and 8 km CMAQ predictions for ethene at Sydney, FL. Legend:
blue circles = OBS; green squares = 8 km CMAQ solutions.
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Figure 2-31. May 2002 daily concentrations and 8 km CMAQ predictions for isoprene at Sydney, FL.
Legend: blue circles = OBS; green squares = 8 km CMAQ solutions.
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Figure 2-32. Observed hourly PM;s concentrations at St. Petersburg, FL and results from CMAQ 8 km.
Legend: blue circles = OBS; green squares = 8 km CMAQ solutions.
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Figure 2-33.

The P(Os;) efficiency curves in the model agreed well with those observed at Sydney, FL; see
Figure 2-33. However, tests of CH,O (Figure 2-34) and H,O, (Figure 2-35) seemed to indicate an error in
the model’s OH chemistry related to these radical reservoir species since both were substantially and
systematically different from the observations at the ground-based Sydney site. These species have
historically been very difficult to model well, however, and the overall excellent agreement of CMAQ-
UCD to production curves in relation to NOx processing mean that this error was likely restricted to these
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hours, May 1-31, 2002 (bottom panel). Legend: blue circles or bars = OBS; green squares or
bars = 8 km; red triangles or bars =2 km.

species and of limited influence in the overall model solutions and for this evaluation.
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concentrations (bottom). Legend: blue circles = OBS; green squares = 8 km; red triangles or
diamonds =2 km.
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Figure 2-35. Hourly concentrations of hydrogen peroxide, observed and predicted by CMAQ 8 km and 2
km, May 1-31, 2002 at Sydney, FL. Legend: blue circles = OBS; green squares = 8 km; red

diamonds =2 km.
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2.8.3.2. Predicted Chemistry for Nitrates and Related Compounds

pNO; plays a crucial and complex role in the health of aquatic and estuarine ecosystems. Gas-phase
NO; replacement of Cl on sea salt particles is often favored thermodynamically and the V4 of the coarse
NO; formed through this replacement is more than an order of magnitude greater than for fine NO;. Over
open bodies of salt water such as the Gulf of Mexico and Tampa Bay, FL, NO;  from this reaction
dominates dry deposition and is estimated to be of the same order as NO;~ wet deposition.

However, NO;™ concentrations are driven, buffered, and altered by a wide range of photochemical
gas-phase reactions, heterogeneous reactions, and aerosol dynamics, making them especially difficult to
model well. Because pNOj is derived mostly from gas-phase HNOs and will interact with Na", NH,", CI",
and SO, all these species and the physical parameters governing their creation, transport,
transformation, and fate must be accurately replicated to predict pNO; with high fidelity. This has
historically been a difficult problem for numerical process models, owing not least to the pervasive dearth
of reliable ambient measurements of NO; ™ in its various forms. Normalized mean error (NME) for the
large-scale Eulerian CTM-predicted pNOs; has typically been on the order of a factor of 3 greater than the
NME for pSO, (Odman et al., 2002; Pun et al., 2003).

SO427, NH,", Na", and Cl were all predicted to within a factor of 2 and with no significant bias
during the photochemical day in the 8 km CMAQ-UCD solution, although a significant bias in Na" and
CI” was evident in the 2 km solution for two near water sites. This grid-size dependent bias is still being
explored. Size segregation maxima were correct to within two size bins every day for which there were
observations for both SO,> and NH," (0.2 to 1.0 um), and Na* and CI" (2.0 to 10.0 um). CI°
concentrations were greatly overpredicted during dark hours, but were nearer to observed values during
the photochemical day. CMAQ performance for HNO; and NHj; are shown in Figure 2-37 and Figure
2-40, respectively.

Figure 2-36 shows that CMAQ-UCD systematically underpredicted the hourly time series of
measured pNOj concentrations at the Sydney supersite, the only location with discrete pNO; data. These
time series data establish that CMAQ-UCD’s largest errors were on four days in the first 2 weeks of the
month, but that the total peak pNO; concentrations were nearly all underpredicted.

Since pNO;j is derived in large part from gas-phase HNQO;, its underprediction may be due to an
underprediction of HNO; concentrations or an underrepresentation of the gas- to aerosol-phase change. At
Sydney, FL, in fact, both these conditions held. Figure 2-37 depicts the model’s bias for HNO;
underprediction in both the 8 km and 2 km solutions, excepting four days of very large peak
overpredictions. This trend was especially true overnight; on eight other days the model overpredicted the
one hour peak concentration as well, though not so substantially, but the chief effect was still one of an
artificial and inappropriate N limitation in the model.

A time series molar equivalent ratio of HNO; to total NO; depicts which phase stores the NO;™ and
how that storage ratio changes over time. Figure 2-38 shows that at Sydney, FL, CMAQ-UCD stored too
much NOj; in the gas phase as HNOj; (and recall that the daytime HNO; concentrations were sometimes
overpredicted by the model) and too little in the gas phase overnight, when the model was regularly low
against the measurements; compare Figures 2-37 and 2-38. Note again here the self-similarity of the 8 km
and 2 km solutions in this comparison.

Interestingly, the 23 hour integrated data did not reveal this important difference in nitrate form
between the model and measurements as Figure 2-39 shows in the stacked bar percentage plots of fine
and coarse pNOj; together with gas-phase HNO;. Both the 8 km (Figure 2-39 (middle panel) and the 2 km
(Figure 2-39 (bottom panel) solutions predicted distributions between the two general ranges of aerosol
size, and between gas and aerosol phases, with good fidelity to the daily observations (Figure 2-39 (top
panel)) at Sydney, FL. This result illustrates that while discrete time series data are crucial for diagnosing
model behavior, on the integrated total daily and longer basis used for computing total annual N loads,
CMAQ-UCD predicted approximately the correct distributions for pNO;, even though the total NO5~
concentration prediction was biased low.
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Figure 2-36. Hourly and CMAQ-UCD-predicted total pNOs concentrations at Tampa Bay, FL, and
observations at Sydney, FL May 1-31, 2002. Legend: blue circles = OBS; green x’s = 8 km; red
diamonds =2 km.
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Figure 2-37. Hourly and CMAQ-predicted HNO; concentrations at Sydney, FL, May 1-31, 2002. Legend:
blue circles = OBS; green squares = 8 km; red diamonds = 2 km.
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Figure 2-38. Hourly and CMAQ-UCD-predicted ratio of HNOs to total NO; at Tampa Bay, FL and
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diamonds = 2 km.
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Figure 2-39. CMAQ-UCD predicted fractions and totals of total NO; for days in May 2002 with
measurements in Tampa Bay, FL. Legend: red bars = <2.5 pm; blue bars = 2.5-10 ym; green
bars = HNO;. Measured concentrations (top panel), CMAQ-UCD 8 km solution (middle panel)
and CMAQ-UCD 2 km solution (bottom panel).
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Figure 2-40. Hourly and CMAQ-predicted NH; concentrations at Sydney, FL, May 1-31, 2002. Legend: blue
circles = OBS; green squares = 8 km; red diamonds = 2 km.

While the coarse fraction inorganic aerosol anion totals were dominated by NOs~, and SO,*
dominated the fine fraction aerosol inorganic anions, there was sufficient NHy (NHx = NH3 + NH,") at
Sydney, FL, to form fine acrosol NH4NOj; in some circumstances. Figure 2-40 depicts the hourly mass
concentration of NHj at Sydney, FL, showing again the strong self-similarity of the 8 km and 2 km
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solutions. Each solution, however, underpredicted the measured NH; concentrations consistently, and
especially for the nine very large excursions of 10-20 pg/m’ during the month.

Overall, CMAQ-UCD was found to be operationally sound in this evaluation of its 8 km and 2 km
solutions for the Tampa Bay airshed using the ground-based and aloft data (not shown here) from the May
2002 field intensive. Moreover, results from diagnostic tests of the model’s photochemical dynamics were
generally in excellent agreement with results from the ambient atmosphere. However, CMAQ-UCD was
biased low in this application for total NO; and for NO; present as gas-phase HNO;. In addition, the
model was biased low for the HOx radical reservoir species CH,O and H,O,, though this bias appeared to
have been limited to these species. Performance of the new UCD aerosol module was judged to be
entirely adequate, allocating aerosols by chemical makeup to the appropriate size fractions. Model
performance for fine-mode aerosols was also judged to be fully adequate.

2.8.3.3. Evaluating Deposition with CTMs

Global CTM Performance

Both wet and dry deposition are of necessity highly parameterized in all CTMs. While all current
models implement resistance schemes for dry deposition, the V4 generated from different models can vary
highly across terrain types (Stevenson et al., 2006). The accuracy of wet deposition in global CTMs is tied
to spatial and temporal distribution of model precipitation and the treatment of chemical scavenging.
Dentener et al. (2006b) compared wet deposition across 23 models with available measurements around
the globe. Figure 2-41 and Figure 2-42 extract results of a comparison of the 23-model mean versus
observations over the eastern U.S. for pNO; and pSO, deposition, respectively. The mean model results
were strongly correlated with the observations (r >0.8), and usually captured the magnitude of wet
deposition to within a factor of 2 over the eastern U.S. Dentener et al. (2006b) concluded that 60 to 70%
of the participating models captured the measurements to within 50% in regions with quality controlled
observations.
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Scatter plot of total nitrate (HNO; plus pNO3) wet deposition (mg N/m?/yr) of the model mean
versus measurements for the North American Deposition Program (NADP) network. Dashed
lines indicate factor of 2. The gray line is the result of a linear regression fitting through zero.
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Figure 2-42.  Scatter plot of total SO~ wet deposition (mg S/m?/yr) of the model mean versus
measurements for the National Atmospheric Deposition Program (NADP) network. Dashed
lines indicate factor of 2. The gray line is the result of a linear regression fitting through zero.

2.8.3.4. Regional CTM Performance

Regional CTM performance for concentration and deposition of relevant NOx and SOx species is
illustrated here with examples from CMAQ version 4.6.1 as configured and run for exposure and risk
assessments reported in the Draft Risk and Exposure Assessment for the Review of the Secondary
National Ambient Air Quality Standards for Oxides of Nitrogen and Oxides of Sulfur (U.S. EPA 2008¢);
additional details on the model configuration and application are found there. A map of the 36 km parent
domain and two 12 km (east and west) progeny domains appears in Figure 2-43.

Figure 2-43. CMAQ modeling domains for the OAQPS risk and exposure assessments: 36 km outer parent
domain in black; 12 km western U.S. (WUS) domain in red; 12 km eastern U.S. (EUS) domain
in blue.
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Comparisons from the 2002 annual run of CMAQ for the exposure assessment are shown here
against measured concentrations and deposition totals from nodes in three networks: IMPROVE, CSN
(labeled STN in the plots) and CASTNet; see the full description of these networks in Section 2.9 below.
Comparisons were made as model-observation pairs at all sites having sufficient data for the seasonal or
the 2002 annual time period in the two 12 km east and west domains and were evaluated with these
descriptive statistics: correlation, root mean square error, normalized mean bias, and normalized mean
error.

Summertime pSO, concentrations are well predicted by CMAQ, to within a factor of 2 at nearly
every point, and with R” >0.8 across all three networks; see Figure 2-44. This result tracks the generally
well-predicted pSO, concentrations found in earlier CMAQ evaluations: see Eder and Yu, 2006; Mebust
et al., 2003; and Tesche et al., 2006. Since pSO4 concentrations are strongly a function of precipitation,
care must be taken to ensure that the meteorological solution driving individual CMAQ chemical
applications produces precipitation fields with low bias as discussed by Appel et al., (2008).
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Figure 2-44. 12-km EUS Summer sulfate PM, each data point represents a paired monthly averaged
(June/July/August) observation and CMAQ prediction at a particular IMPROVE, STN, and
CASTNet site. Solid lines indicate the factor of 2 around the 1:1 line shown between them.

Wintertime pNO; (Figure 2-45) and total NO; (HNO;+pNOs) (Figure 2-46) concentrations are
predicted less well by CMAQ; but NO; is a pervasively difficult species to measure and model for the
reasons described in detail in Sections 2.6 and 2.7 above. Still, at the CASTNet nodes where the total NOs
concentrations are higher than they are at all but a few of the remote IMPROVE sites, CMAQ predicts
concentrations for nearly every node to within a factor of 2 and with an R* >0.8.
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Figure 2-45. 12-km EUS Winter nitrate PM, each data point represents a paired monthly averaged
(December/January/February) observation and CMAQ prediction at a particular IMPROVE and
STN site. Solid lines indicate the factor of 2 around the 1:1 line shown between them.
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Figure 2-46. 12-km EUS Winter total nitrate (HNO; + total pNO:), each data point represents a paired
monthly averaged (December/January/February) observation and CMAQ prediction at a
particular CASTNet site. Solid lines indicate the factor of 2 around the 1:1 line shown between
them.

These CMAQ-predicted concentrations, coupled with modeled cloud and precipitation fields
produce wet deposition fields for SO,* and NO5~ in the east domain as shown in Figures 2-47 and 2-48,
respectively.
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Figure 2-47. 12-km EUS annual sulfate wet deposition, each data point represents an annual average
paired observation and CMAQ prediction at a particular NADP site. Solid lines indicate the
factor of 2 around the 1:1 line shown between them.

2002ac_met2v33_12kmE NO3 for 20020101 to 20021231

2

- 1 NADP_dep (2002ac_met2v33 12kmE)
(kgha) L)

w ol « OB HNMB = =114

Nl AmsE .+ 2es MME - 204

RAMSEs = 132 NMdnB = =152
AMSEu = 268  KMnE = 181

MB = 131 FB = 187
ME = 23 FE = 258
g - Mand 174
MdnE 20

Q
&
= 29
o
- Period Accumulated
- NO3 (kgha}
oo
w4
o T T T T
o 5 10 15 20 25 30

Observation

Figure 2-48. 12-km EUS annual nitrate wet deposition, each data point represents an annual average
paired observation and CMAQ prediction at a particular NADP site. Solid lines indicate the
factor of 2 around the 1:1 line shown between them.
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2.8.4. Computing Atmospheric Deposition to Specific Locations

Inputs of new N, i.e., non-recycled, exogenous N mostly anthropogenic in origin, are often key
factors controlling primary productivity in N-sensitive estuarine and coastal waters (Paerl et al., 2000).
Increasing trends in urbanization, agricultural intensity, and industrial expansion have led to increases in
N deposited from the atmosphere on the order of a factor of 10 in the previous 100 years (Swackhamer
et al., 2004). Direct loadings of atmospheric N to ocean and gulf waters along the northeast and southeast
U.S. are now roughly equal to or exceed the load of new N from riverine inputs (Duce et al., 1991) at 11,
5.6, and 5.6 kg N/ha for the northeast Atlantic coast of the U.S., the southeast Atlantic coast of the U.S.,
and the U.S. eastern Gulf of Mexico, respectively (Paerl, 2002).

This N deposition takes different forms physically and chemically. Physically, deposition can be
direct, with the loads resulting from air pollutants depositing directly to the surface of a body of water,
usually a large body of water like an estuary or lake. In addition, there is indirect deposition component
derived from deposition to the rest of the watershed, both land and water, of which some fraction is
transported through runoff, rivers, streams, and groundwater to the waterbody of concern.

Airshed extents developed and used courtesy of R. Dennis, U.S. EPA/ORD/NERL/Atmospheric Modeling Division.

Figure 2-49. Principal airsheds and watersheds NOx for these estuaries: Hudson/Raritan Bay; Chesapeake
Bay; Pamlico Sound; and Altamaha Sound.
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Direct and indirect depositions to watersheds depend on air pollutant concentrations in the airshed
above the watershed. The shape and extent of the airshed is quite different from that of the watershed. In a
watershed, everything that falls in its area, by definition, flows into a single body of water. An airshed, by
contrast, is a theoretical concept that defines the area containing the emissions contributing a given level,
often 75%, to the deposition in a particular watershed or to a given waterbody. Hence, airsheds are
modeled domains containing the sources estimated to contribute a given level of deposition from each
pollutant of concern. Four U.S. East Coast watersheds and their corresponding NOyx airsheds are shown in
Figure 2-49.

Table 2-10.  Atmospheric N loads relative to total N loads in selected great waters.*

Total N Load Atmospheric N Load

Waterbody Percent Load from the Atmosphere

(million kglyr) (million kglyr)
Albemarle-Pamlico Sounds 23 9 38
Chesapeake Bay 170 36 21
Delaware Bay 54 8 15
Long Island Sound 60 12 20
Narragansett Bay 5 0.6 12
New York Bight 164 62 38

BASED ON ADN LOADS FROM THE WATERSHED ONLY (EXCLUDING DIRECT N DEPOSITION TO THE BAY SURFACE):

Waquoit Bay, MA 0.022 0.0065 29

BASED ON ADN DIRECTLY TO THE WATERBODY (EXCLUDING ADN LOADS FROM THE WATERSHED):

Delaware Inland Bays 1.3 0.28 21
Flanders Bay, NY 0.36 0.027 7
Guadalupe Estuary, TX 4.2-15.9 0.31 2-8
Massachusetts Bays 22-30 1.6-6 5-27
Narragansett Bay 9 0.4 4
Newport River Coastal Waters, NC 0.27-0.85 0.095-0.68 >35
Potomac River, MD 355 1.9 5
Sarasota Bay, FL 0.6 0.16 26
Tampa Bay, FL 38 1.1 28

ADN = atmospheric deposition of N
Source: U.S. EPA, 2000d

N inputs have been studied in several East and Gulf Coast estuaries owing to eutrophication
concerns there. N from atmospheric deposition in these locations is estimated to be 10 to 40% of the total
input of N to many of these estuaries, and could be higher for some. Estimates of total N loadings to
estuaries or to other large-scale elements in the landscape are then computed using measurements of wet
and dry N deposition where these are available and interpolated with or without a set of air quality model
predictions such as the Extended Regional Acid Deposition Model (Ext-RADM) (Dennis et al., 2001;
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Mathur and Dennis, 2003). Ext-RADM has been shown to capture spatial and seasonal variations in N
deposition; to predict the constituent deposition species correctly; and to simulate the chemistry and
physics relating reduced and oxidized forms of N with high validity.

Extensive evaluation by Mathur and Dennis of the performance of Ext-RADM showed that model-
predicted ambient levels, gas-to-particle partitioning ratios, and deposition totals were in good agreement
with available measurements, having R? for both annual and seasonal totals in the range of 0.4 to 0.7 for
most species. Ext-RADM correctly predicted that most particles in the eastern U.S. are fully neutralized,
further demonstrating that most modeled chemistry is correct as judged against measurements.
Experiments with Ext-RADM to characterize atmospheric conditions over the eastern U.S. in the period
at the end of the 1980s and early 1990s showed that the model predicted that reduced N species were
contributed 47 + 8% of total N wet deposition, in excellent agreement with the number inferred from
measurements, 43 + 9%.

Table 2-10 lists several waterbodies for which atmospheric N inputs have been computed and
ratioed to total N loads. The contribution from the atmosphere ranges from a low of 2—8% for the
Guadalupe Estuary in South Texas to highs of ~38% in the New York Bight and the Albemarle-Pamlico
Sound in North Carolina.

The North Carolina case is a particularly rich example of computing defined airsheds and
characterizing the contributions from oxidized and reduced forms of N to underlying water bodies; see the
summary reported by Dennis and Mathur (2001). The Albemarle-Pamlico principal N airsheds were
computed to be 665,600 km? for oxidized N, and 406,400 km? for reduced N; these are factors of 25 and
15, respectively, larger than the watershed drainage area. NO emissions from within the oxidized N
principal airshed was estimated to explain 63% of all oxidized N deposition to the Albemarle-Pamlico
system, very similar to the total of 60% of all reduced N deposition accounted for by NH; emissions in
the reduced N principal airshed. The regional component to these computed N deposition totals varied
with the form of N such that local NH; emissions inside North Carolina were estimated to account for
45% (hence, 55% left from the regional component) of the total reduced N deposition, while local NO
and NO, emissions accounted for only 20% of the oxidized N deposition total (hence, leaving a regional
component of 80%).

Chemically, N deposited from the atmosphere directly or indirectly can be present as an oxide or in
reduced form as NH; and NH,' or as dissolved or particulate organic N; see the listing in Table 2-11 for a
division of these and an approximate ranking of source strengths. NO and NO,, chiefly from fossil fuel
combustion, dominate total N pollution in the U.S. at ~50 to 75% of the total; see the descriptions of this
chemistry in Section 2.6.2 and of sources in Section 2.2. above.

CAFOs and other intensified agricultural production methods have resulted in greatly increased
volumes of animal wastes, of which 30 to 70% may be emitted as NH; (Whitall and Paerl, 2001). The
increase in reduced N deposition in the U.S. measured as increased NH, " deposition correlates well with
the local and regional increases in this agricultural intensity (Whitall and Paerl, 2001). Moreover, the
increases in NH4" deposition in the U.S. track the effects in Europe where animal operations have
dominated agricultural production for much of the previous 100 years and where NH," is the dominant
form of N deposited from the atmosphere (Holland et al., 1999). Tables 2-12 and 2-13 list several
important watersheds and their respective oxidized (Table 2-12) and reduced (Table 2-13) airsheds.
Airsheds for oxidized N tend to be larger than those for reduced N owing to differences in the transport
and deposition of NOx and NHy described above in Section 2.6.
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Table 2-11.  Natural and anthropogenic sources of atmospheric N compounds.

Chemical Form Sources (in approximate order of importance)
Reduced N Agricultural
NH3NHa4 Livestock waste (volatilized NH3)

Chemical fertilizers (volatilized NH3)

Biomass burning

Dust from deforestation and land clearing

Urban and Rural (non-agricultural)

Wastewater treatment (volatilized NHs)

Fossil fuel combustion (from automobile catalytic converters)
Natural

Biomass burning (forest and grass fire)

Decomposition of organic matter

Dust and aerosols

Volcanism
Oxidized Nitrogen Urban and Rural (non-agricultural)
NO, NO2, NOs3~ Fossil fuel combustion

Mobile and stationary engines
Powerplants and industrial

Natural

Biomass burning

Lightning

Photolysis of N2O (air, land, water)
Dust and aerosols generated by storms
Microbially mediated volatilization

Organic Nitrogen Agricultural

(Dissolved and Particulate) Dust and volatilization of wastes*
Urban and Rural (non-agricultural)
Dust or aerosols*
Natural

Atmospheric photochemical and lighting
Biological production in oceans*

* = possible, but little known about sources (the major chemical forms of atmospheric N compounds are the reduced, oxidized, and organic forms)
Source: Swackhamer et al. (2004). Reprinted with permission.

Considerable uncertainty attaches to estimates of the third form of atmospherically derived N,
organic N, in part because convenient methods for measurement and analysis are not widely available; see
Table 2-11. Intensive studies at individual sites have shown, however, that for the North Carolina coast,
for example, 30% of rain water N and deposition consisted of organic N, 20-30% of which was then
available to primary producers on time scales of hours to days (Peierls and Paerl, 1997).
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Table 2-12.  Characteristics of oxidized-nitrogen airsheds.
Size Factor Airshed NOx Efficiency of
Watershed Size over % Oxidized-N Emissions as % of Deposition:
(km?) Watershed Deposition Explained Eastern North % Deposition /
Area America % Emission
Casco Bay 624,000 244 47 10 47
Great Bay 547,000 214 60 13 46
Narragansett 595,200 138 73 18 4.1
Bay
Long Island 905,600 22 70 23 3.0
Sound
Hudson/Raritan 912,000 22 62 25 25
Bay
Barnegat Bay 505,600 361 67 16 42
Delaware Bay 729,600 22 75 26 2.9
Delaware Inland 326,400 584 52 12 43
Bays
Chesapeake 1,081,600 6.5 76 34 22
Bay
Pamlico Sound 665,600 25 63 18 35
Winyah Bay 886,400 19 69 24 2.9
Charleston 806,400 20 56 18 3.1
Harbor
St. Helena 588,800 48 59 1 5.4
Sound
Altamaha 678,400 18 68 13 5.2
Tampa Bay 256,000 45 76 5 15.2
Apalachee Bay 441,600 31 50 9 56
Apalachicola 812,800 16 69 17 4.1
Bay
Mobile Bay 992,000 8.7 68 17 4.0
Lake 659,200 17 63 11 5.7
Pontchartrain
Barataria- 409,600 55 63 8 7.9
Terrebonne

Source: http://www.epa.gov/AMD/Multimedia/characteristicstable.html. Table generated by and used courtesy of R. Dennis, U.S. EPA/JORD/NERL/Atmospheric Modeling Division
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Table 2-13.  Characteristics of principal airsheds for reduced-N (Red-N) deposition.

Principal Red-N % Red-N Deposition Airshed NH; Emission as %

Red-N Area as %

Watershed Airshed Area Explained by Airshed of Eastern North American
of Ox-N Area o o
(km2) Emissions Emissions
Chesapeake Bay 668,000 64% 55% 1%
Pamlico Sound 406,000 61% 60% 6.8%
Apalachee Bay 310,000 70% 45-50% est. 4.3%

Source: http://www.epa.gov/AMD/Multimedia/reducedTable.html. Table generated by and used courtesy of R. Dennis, U.S. EPA/ORD/NERL/Atmospheric Modeling Division

Although deposition of atmospheric N to most locations is dominated at present by oxidized N
produced from fuel combustion, reduced N also contributes, perhaps becoming the dominate contributor
in areas near source regions. However, not all of the reduced N in the form of NHj is deposited locally
near to the source, as is often assumed.

AQMs like CMAQ can be instrumented to provide analytical output on modeled processes
including emissions, chemical production, and horizontal and vertical transport; see Gipson, 1999. This
process analysis output makes possible experiments with modeled emissions and transport to explore the
fraction of species like total NHx deposited locally and the size of the remaining fraction available for
transport to locations remote from the high concentration sources of NH;. An example of this work for
areas on the east coast of the U.S. near areas of extremely high NH; emissions in North Carolina was
performed by Dennis and Mathur in the U.S. EPA Atmospheric Modeling Division using CMAQ version
4.5 with 12 km grid spacings. This example is provided here to illustrate the importance of transport to
calculated local and remote deposition totals.

CMAQ includes all chemical and physical processes now known to be relevant for building an
analysis of the vertical and horizontal budget of NH; for either surface cells in the model’s first layer,
nominally 38 m deep, or the total column of air above the surface, generally extending through the mixed
layer into the free troposphere. The diagram in Figure 2-50 illustrates these processes and the surface cell
and total column as present in the model.

T i T T TopofModel-16km T

Free Troposphere

. Horizontal
Mixed Layer (-2 km) > Advection

Vertical Redistribution Gas to Particlf ( :
(mixing,;advection, clouds) Conversion

38m  Gas to Par HorizoPtal
Surface Conversiol Advection
‘e

NH, Dry Deposition | | I Wet Deposition

N NH, Dry Deposition
Emissions Emissions

Layer 1 Analysis Total Column Analysis

Figure 2-50. Typical surface layer cell and total column structure and processes represented in CMAQ.
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Importantly, CMAQ captures the chief spatial patterns and magnitudes of air concentrations and
wet deposition relevant to computing these budgets, as shown in Figures 2-51 for concentrations and 2-52

for deposition.
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Figure 2-51. CMAQ vs. measured air concentrations from east-coast sites in the IMPROVE, CSN (labeled

STN), and CASTNet networks in the summer of 2002: (left) sulfate and (right) ammonium.
Solid lines indicate the factor of 2 around the 1:1 line shown between them.

More specifically, CMAQ’s predictions of NH; and SO, for both high and low concentration sites
are well-within the range of measurements there; see Figure 2-53.

Deposition velocities are difficult to estimate for reasons described in Sections 2.8.2 and 2.8.3
above Recent work in the U.S. EPA Atmospheric Modeling Division with CMAQ showed that the
original V4 for NH; was very likely too high and should be nearer to the values for SO, deposition, or
even lower over some land use surface types. A sensitivity study with the model was performed to test the
effects of changing NH; V4 on the fraction of NH; available for transport away from cells with high
emissions concentrations. Comparisons were made for the surface cells and total column NHj;

concentrations similar to the analysis represented in Figure 2-54.

In the highest emissions cells during June 2002, the surface NHx budget was dominated by
turbulent transport or vertical mixing moving a majority of the surface NH; emissions up and away from
the surface into the mixed layer. Figure 2-54 depicts the NHx budget under the base case (Base V) and
the sensitivity case (SO, V4) for which the NH; V4 was set equal to the SO, V4. Lower NH;3 V4 decreased
NHx deposition to the surface from 15 to 8 %, leaving more NHy for transport horizontally, 22% up from
20% in the base case, and vertically, 69% up from 64% in the base case.
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Figure 2-52. Comparison of CMAQ-predicted and NADP-measured NH4* wet deposition. (top left) CMAQ
prediction; (bottom left) NADP-measurements; (right) regression and smoothed median line
through CMAQ predictions and NADP measurements with sites in the Chesapeake Bay

watershed highlighted.

Typically, ~67% of surface emissions were moved aloft where most was advected away from the
high emissions cell, with a small fraction converted to pNH, and an even smaller fraction wet-deposited
to the surface. The total column analyses for NH; and NHy are shown in Figure 2-55.

Local total deposition (wet + dry) is a significant but not dominant loss pathway for surface NH;
emissions. In these simulations, CMAQ deposited ~25% of the NH; emissions from the single high
concentration cell in Sampson County, NC, back into that cell. By far, the largest contribution to the local
deposition total was dry deposition: dry-to-wet deposition ratios for the Sampson County high emissions
cell and surrounding surface cells ranged from 2 to 10.

Deposition to cells farther away from the high concentration, immediately surrounding cells was
significantly affected by the change in NH; V4 tested in this case. Figure 2-56 depicts the range of
influence of the high concentration cell, where that range is defined to be the distance by which 50% of
the emissions attributable to that cell have deposited. The range of influence of the high concentration
Sampson County cell was extended in the V4 sensitivity tested here from ~180 km in the base case to
~400 km in the case using the lower, more realistic V4 for NH;. The areal extent of this difference in

range of influence is mapped in Figure 2-57.
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Figure 2-53. CMAQ-predicted (red symbols and lines) and 12-h measured (blue symbols and lines) NH; and
S04* surface concentrations at high and low concentration cells in North Carolina in July
2004. (top left) High concentration NH; in Kenansville; (top right) high concentration SO, in
Kenansville; (bottom left) low concentration NH; in Raleigh; (bottom right) low concentration
S$04% in Raleigh.
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Figure 2-54. Surface cell (layer 1) analysis of the sensitivity of NHx deposition and transport to the change
in NH; V4 in CMAQ for June 2002.
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Figure 2-55. Total column analysis for NH; (left) and NHx (right) showing modeled NH; emissions,
transformation, and transport throughout the mixed layer and up to the free troposphere.
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Figure 2-57.  Areal extent of the change in NHx range of influence as predicted by CMAQ for the Sampson
County high concentration cell (center of range circles) in June 2002 using the base case and
sensitivity case V.

2.8.5. Policy Relevant Background Concentrations of NOx and SOx

Background concentrations of NOx and SOx used for purposes of informing decisions about
NAAQS are referred to as PRB concentrations. PRB concentrations are those concentrations that would
occur in the U.S. in the absence of anthropogenic emissions in continental North America, defined here as
the U.S., Canada, and Mexico. PRB concentrations include contributions from natural sources
everywhere in the world and from anthropogenic sources outside those three countries. Biogenic
emissions from agricultural activities are not considered in the formation of PRB concentrations.

Background levels so defined facilitate separation of pollution levels that can be controlled by U.S.
regulations (or through international agreements with neighboring countries) from levels that are
generally uncontrollable by the U.S. EPA assesses risks to human health and environmental effects from
NO, and SO, levels in excess of these PRB concentrations.

The MOZART-2 global model of tropospheric chemistry (Horowitz et al., 2003) is used to
diagnose the PRB contribution to NOx and SOy levels and to total (wet + dry) deposition. The model
setup for the present-day simulation has been published in a series of papers from a recent model
intercomparison (Dentener et al., 2006a, b; Shindell et al., 2006; Stevenson et al., 2006; van Noije et al.,
2006).
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Figure 2-58. Annual mean concentrations of NO; (ppb) in surface air over the U.S. in the present-day
(upper panel) and policy relevant background (middle panel) MOZART-2 simulations. The

bottom panel shows the percentage contribution of the background to the present-day
concentrations.
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Figure 2-59. Annual mean concentrations of SO, (ppb) in surface air over the U.S. in the present-day
(upper panel) and policy relevant background (middle panel) MOZART-2 simulations. The

bottom panel shows the percentage contribution of the background to the present-day
concentrations.
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First, the role of PRB in contributing to NO, and SO, concentrations in surface air is considered.
Figure 2-58 shows the annual mean predicted NO, concentration in surface air in the base case simulation
(top) and from the PRB simulation (middle panel), along with the percentage contribution of the predicted
background to the total base case NO, concentrations (bottom). Maximum concentrations in the base case
simulation occurred along the Ohio River Valley and in the Los Angeles basin just as they do in reported
measurements; see Section 2.2 above. While present-day concentrations are often >5 ppb, predicted PRB
was <300 ppt over most of the CONUS and <100 ppt in the eastern U.S. The distribution of PRB largely
reflects the distribution of soil NO, emissions, with some local enhancements due to biomass burning
such as is seen in western Montana. In the northeastern U.S., where present-day NO, concentrations are
highest, PRB was predicted to contribute <1% to the total concentrations.

Background SO, concentrations computed with MOZART-2 are orders of magnitude smaller than
measured ambient concentrations, <10 ppt over much of the CONUS as shown in the middle panel of
Figure 2-59. Maximum PRB SO, concentrations are 30 ppt. In the Northwest where there are geothermal
sources of SO,, the contribution of PRB to total SO, is 70 to 80%. However, excepting this, PRB
contributes <1% to present-day SO, concentrations in surface air as shown in the bottom panel.

The spatial pattern of NOy (defined in the model as HNO; + NH4NO; + NOx + HO,NO, +
RONO:,) in wet and dry deposition is shown in Figure 2-60. The upper panel of this figure shows that
highest values are found in the eastern U.S. in and downwind of the Ohio River Valley. The pattern of N
deposition in the PRB simulation shown in the Figure 2-60 middle panel, however, shows maximum
deposition centered over Texas and in the Gulf Coast region, reflecting a combination of N emissions
from lightning in the Gulf region, biomass burning in the Southeast, and microbial activity in soils with
maxima in central Texas and Oklahoma. The bottom panel of Figure 2-60 shows that the PRB
contribution to N deposition is <20% over the eastern U.S., and typically <50% in the western U.S. where
NOy deposition is already lower.

Present-day deposition of SOx (SO, and pSQ, is largest in the Ohio River Valley, due to coal-
burning power plants in that region, while background deposition is typically at least an order of
magnitude smaller; see Figure 2-61. Over the eastern U.S., the predicted background contribution to SOx
deposition was <10%, and even smaller, <1%, where present-day SOx deposition was highest. The
predicted contribution of PRB to S deposition was highest in the western U.S. at >20% because of the
geothermal sources of SO, and oxidation of DMS at the water surface of the eastern Pacific.

Figure 2-62 shows results from MOZART-2 discussed above as compared with those from another
tropospheric chemistry model, GEOS-Chem (Bey et al., 2001), which was previously used to diagnose
PRB Oj; concentrations (Fiore et al., 2003). In both models, the predicted surface PRB NOx
concentrations tended to mirror the distribution of soil NO emissions, which were highest in the Midwest.
The NO emissions in GEOS-Chem were greater than those in MOZART-2 by nearly a factor of 2. This is
largely explained by the different assumptions regarding the contribution to soil NO emissions through
fertilizer since GEOS-Chem total soil NO emissions were actually higher than MOZART-2 at 0.07 versus
0.11 Tg N over the U.S. in July. Even with the larger PRB soil NO emissions, however, surface NOx
concentrations in GEOS-Chem were typically <500 ppt.

It is also instructive to consider measurements of SO, at relatively remote monitoring sites, i.e.,
ones located in sparsely populated areas not subject to obvious local sources of pollution. Berresheim
et al. (1993) used a type of atmospheric pressure ionization mass spectrometer (APIMS) at Cheeka Peak,
WA (48°30°N, 124°62°W, 480 m asl), in April 1991 during a field study for DMS oxidation products: SO,
concentrations there ranged from 20 to 40 ppt. Thornton et al. (2002a) have also used an APIMS with an
isotopically labeled internal standard to determine background SO, levels and found 25 to 40 ppt in
northwestern Nebraska in October 1999 at 150 m above ground using the NCAR C-130. These values are
comparable to remote central south Pacific convective boundary layer SO, (Thornton, 1999).

In summary, the PRB contribution to NOx and SOx concentrations and deposition over the
CONUS is very small, except for SO, in areas with volcanic activity.
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Figure 2-60. Annual mean concentrations of wet and dry deposition of NHNO3;, NHs;NO;, NOx, HO;NO,, and
organic nitrates (mg N/m?/yr) in surface air over the U.S. in the present-day (upper panel) and
policy relevant background (middle panel) MOZART-2 simulations. The bottom panel shows
the percentage contribution of the background to the present-day concentrations.
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Figure 2-61.

Total

120°W 100°W 205w
[ B ]
< 100 &S00 1500 2200 2900 SE00
EBackground

Annual mean concentrations of SOx deposition (SO2 + pSQO4) (mg S/m2/yr) in surface air over
the U.S. in the present-day (upper panel) and policy relevant background (middle panel)
MOZART-2 simulations. The bottom panel shows the percentage contribution of the
background to the present-day concentrations.
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Figure 2-62.  July mean soil NO emissions (upper panels; 1 x 10° molecules/cm?/s) and surface PRB NOx
concentrations (lower panels; ppt) over the U.S. from MOZART-2 (left) and GEOS-Chem (right)
model simulations in which anthropogenic Oz precursor emissions were set to zero in North
America.

2.9. Ambient Monitoring and Reported Concentrations of
Relevant Nitrogen and Sulfur Species

Observational systems supporting air quality and related assessments include routine regulatory
networks, deposition networks, intensive field studies, remote sensing systems, sondes, aircraft
campaigns, satellites, and focused fixed site special purpose networks. The focus in this section is on
routinely operating North American air quality networks with limited coverage of European and
international efforts relevant to North American assessments.

The scope of network coverage is broad and relatively shallow, reflecting intent to describe the
observational foundation enabling integration of spatial scales, environmental media, and pollutant
categories. In addition to fixed-site, surface-based air quality networks, systems providing total Earth
column and vertical gradient information meteorological programs are included. Cursory descriptions of
recent intensive field campaigns are included in this section to foster integration of multiple observation
platforms and air quality modeling platforms.
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2.9.1. Routine Air Monitoring Networks in North America

Routine ambient air concentration and deposition monitoring networks in North America provide
more than 3000 fixed platforms measuring numerous species and chemical and physical properties. Many
of these long-standing network systems were initialized after the 1970 CAA, subsequent CAAA, NAAQS
reviews and National Academy of Sciences (NAS) recommendations resulting in periodic step
enhancements to these routine networks. Examples include CASTNet and NADP addressing
acidification; the Photochemical Assessment Monitoring Stations (PAMS) in response to persistent Os
pollution and to monitor O; precursors including NOy; and the PM, s network. Table 2-14 lists the
networks, sponsoring agencies, monitoring site densities, and their dates of operation, locations, and

measurement parameters.

Table 2-14.  Major routine operating air monitoring networks.

Network Lead #.Of Initiated Measurement Parameters
Agency Sites

Location of Information and/or Data

STATE / LOCAL / FEDERAL NETWORKS

NCore—National Core US.EPA 75 2008 03, NO/NO2/NOv, SO2, CO,

Monitoring Network PMas/ PM1o-25, PMas
speciation, NHs, HNOs, surface
meteorology

http://www.epa.gov/ttn/
amtic/monstratdoc.htm

SLAMS—State and Local ~ U.S.EPA  ~3000 1978 03, NOx/NO2, SO2, PM2.5s/PM1o,
Ambient Monitoring Stations CO, Pb

http://www.epa.gov/ttn/airs/
airsags/agsweb/agswebhome.htm

STN—PM2.5 Speciation US.EPA 300 1999 PM2:s, PM2s speciation, major
Trends Network ions, metals

http://www.epa.gov/ttn/airs/
airsags/agsweb/agswebhome.html

PAMS—Photochemical U.S. EPA 75 1994 03, NOx/NOy, CO, speciated
Assessment Monitoring VOCs, carbonyls, surface
Network meteorology and upper air

http://www.epa.gov/ttn/airs/
airsags/agsweb/agswebhome.htm

IMPROVE—Interagency NPS 110 plus 1988 PM2.5/PM1o, major ions, metals,
Monitoring of Protected 67 proto- light extinction, scattering
Visual Environments col sites coefficient

http://vista.cira.colostate.edu/IMPROVE/

CASTNet—Clean Air Status  U.S.EPA 80+ 1987 03, SO2, major ions, calculated

http://www.epa.gov/castnet/

and Trends Network dry deposition, wet deposition,

total deposition for S/N, surface

meteorology
GPMP—Gaseous Pollutant  NPS 33 1987 03, NOX/NO/NO2, SO, CO, http://www2.nature.nps.gov/air/
Monitoring Network surface meteorology, (plus Monitoring/network.cfm#fdata

enhanced monitoring of CO,
NO, NOx, NOy, and SOz plus
canister samples for VOC at
three sites)

POMS—Portable Ozone NPS 14 2002 03, surface meteorology, with  http://www?2.nature.nps.gov/
Monitoring Stations CASTNet-protocaol filter pack  air/studies/port03.cfm
(optional) SO42, NO3, NH4*,
HNOs, SO2
Passive Ozone Sampler NPS 43 1995 O3 dose (weekly) http://www2.nature.nps.gov/

Monitoring Program

air/Studies/Passives.cfm
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Lead # of

Network . Initiated Measurement Parameters Location of Information and/or Data
Agency Sites
NADP/NTN—National USGS 200+ 1978 Major ions from precipitation http://nadp.sws.uiuc.edu/
Atmospheric Deposition chemistry
Program / National Trends
Network
NADP/MDN—National None 90+ 1996 Mercury from precipitation http://nadp.sws.uiuc.edu/mdn/
Atmospheric Deposition chemistry

Program / Mercury
Deposition Network

AIRMoN—National Atmos-  NOAA 8 1984 Major ions from precipitation http://nadp.sws.uiuc.edu/AIRMoN/
pheric Deposition Program / chemistry

Atmospheric Integrated Re-

search Monitoring Network

IADN—Integrated U.S. EPA 20 1990 PAHs, PCBs, and organochlo-  http://www.epa.gov/ginpo/monitoring/air
Atmospheric Deposition rine compounds are measured
Network in air and precipitation samples

NAPS—National Air Pollution Canada 152+ 1969 SOz, CO, 03, NO, NO2, NOx,  http://www.etcentre.org/NAPS/

Surveillance Network VOCs, SVOCs, PM1o, PM2s,
TSP, metals
CAPMoN—Canadian Air and Canada 29 2002 03, NO, NO2, NOy mass, PM2s  http://lwww.msc.ec.gc.ca/ cap
Precipitation Monitoring speciation, major ions for mon/index_e.cfm
Network particles and trace gases,
precipitation chemistry for major
ions

Mexican Metropolitan Air Mexico 93 M7 03, NOx, CO, SO2, PM1o, TSP See (Ceccotti and Messick, 1997)
Quality Network http://www.cec.org/pubs docs/-
publications/index.cfm?varlan=english

AIR TOXICS MONITORING NETWORKS

NATTS—National Air Toxics  U.S. EPA 23 2005 VVOCs, Carbonyls, PM1o metals, http://www.epa.gov/ttn/airs/airsags/

Trends Station Hg agsweb/agswebhome.htm
State/Local Air Toxics US.EPA 250+ 1987 VOCs, Carbonyls, PM1o metals, http://www.epa.gov/ttn/airs/airsaqs/
Monitoring Hg agsweb/agswebhome.htm

NDAMN—National Dioxin Air U.S.EPA 34  1998-  CDDs, CDFs, dioxin-like PCBs http://cfpub2.epa.gov/ncealcfm/
Monitoring Network 2005 recordisplay.cfm?deid=22423

TRIBAL MONITORING NETWORKS

Tribal Monitoring US.EPA 120+ 1995 03, NOx/NO2, SO2, PM2.s5/ PM1o, http://www.epa.govi/ttn/airs/
PAN, NHs, PM25, PM1o and airsags/agsweb/agswebhome.htm
coarse fraction CO, Pb

INDUSTRY/RESEARCH NETWORKS

New Source Permit None variable variable O3, NOx/NO2, SOz, PM25/PM+o, Contact specific industrial facilities
Monitoring COPb

HRM Network—Houston None 9 1980 03, NOx, PM2.5/PM1o, CO, SO2, http://hrm.radian.com/ houston/
Regional Monitoring Network Pb, VOCs, surface meteorology how/index.htm
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Lead # of

Network A . Initiated Measurement Parameters Location of Information and/or Data
gency Sites
ARIES / SEARCH—Aerosol None 8 1992 03, NO/NO2/NOy, SOz, CO, http://www.atmospheric-
Research Inhalation PM2.5/PM1o, PM25 speciation,  research.com/studies/ SEARCH/index.html
Epidemiology Study / major ions, NHs, HNOs,
Southeastern Aerosol scattering coefficient, surface
Research and Characteriza- meteorology

tion Study experiment

SOS - SERON—Southern  US.EPA  ~40 1990 03, NO, NOy, VOCs, CO, http://www.ncsu.edu/sos/pubs/
Oxidant Study — Southeast- surface meteorology sos3/State of SOS 3.pdf

ern Regional Oxidant

Networks

Two important ambient air networks focused on environmental welfare effects were established in
the mid-1980s. IMPROVE with >100 sites in National Parks and other remote locations is used primarily
to assess visibility impairment, but has provided a reliable long-term record of particulate mass and major
speciation components and served as a model for the later deployment of STN; see Figure 2-63. STN
(now part of CSN) has provided an urban complement to characterize aerosol composition; see Figure
2-64. Additional, minor networks identified in Figure 2-63 include those of the state and local air agencies
deployed since the mid-1980s measuring a variety of aerosol- and gas-phase, hazardous air pollutants
(HAPs) at ~200 locations, and a modest National Air Toxics Trends (NATTS) network of 23 sites; see the
list and brief descriptions in Table 2-14 above.

Ambient Air Monitoring Stations in the United States

NATTS
PM,, Speciation
PAMS
CASTNet
Improve

0O,

PM,,

50,

NOy

PM,

NOy
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Co

® % ® O N

Figure 2-63. Aggregate map of most routine U.S. monitoring stations.
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CASTNet was established in the early 1990s to track changes in dry deposition of major inorganic
ions and gaseous precursors associated with the CAA Title IV reductions in SO, and NOx or S and N.
Complementing ongoing precipitation measurements from NADP, CASTNet (see Figure 2-63) has
provided a valuable source of model evaluation data for many of the large regional scale applications
since the 1990s.
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Figure 2-64. Trends in regional chemical composition of PM. s aerosols based on urban speciation sites
and averaged over the entire 2006 sampling period.
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Figure 2-65.  Original 3-tiered NCore design (left) and proposed site locations for Level 2 multiple pollutant
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Deployment of the PAMS and the PM, s networks from the early 1990s through 2002 markedly
enhanced the spatial, temporal, and compositional attributes of gases and aerosols.

A new multiple pollutant-monitoring network, NCore was begun in 2006. When implemented in
2009, NCore will provide a minimum of 75 Level-2 sites (Figure 2-65) in most major urban areas and
important transport corridor and background locations. NCore will include a variety of trace gas and
aerosol mass and speciation measurements which are intended to support multiple data user needs
including air quality model evaluation and long-term epidemiological studies.

2.9.1.1. Pollutant Categories

Inorganic Gas-phase Species

Most U.S. sites measuring NOx and SO, are incorporated within the State and Local Air
Monitoring Systems (SLAMS) networks. Most of the SLAMS sites are located in populated urban
locations with a variety of monitor siting requirements typically intended to site for high concentration
locations resulting in an emphasis on center-city locations for NOx and proximity to major power
generating facilities for SO,.

Measurements of NOy, HNOs, and NH; are useful in a variety of ways important for assessing
NOx and SOy environmental pollution effects; some of these ways include: evaluation of emissions
inventories; inputs to and sources of evaluation for numerical and observation—based models; and
establishing baseline N budgets for watershed and field accountability assessments. NOy, HNO;, and
NH3;, together with true NO, and pNH,, are significant components of the total N budget but remain
poorly characterized at the national scale. In largest part, a lack of reliable, cost effective continuous
measurement methods has hindered deployment of instruments for HNO; and NHj as described in
Section 2.7. In the U.S., the Southeastern Aerosol Research and Characterization Study (SEARCH)
network of eight monitoring sites is the only source of routine, continuous ambient air measurements of
NOy together with NH; and HNO;; see discussions in Blanchard and Hidy (2003) and Zhang et al.
(2006). CASTNet recently deployed a network of inexpensive passive NH; samplers which have promise
for characterizing broad spatial patterns, with extended averaging times beyond 24 h.

Particulate Matter Mass

Nearly 1500 PM, 5 gravimetric sites were established before 2000 to determine nonattainment
status of counties throughout the U.S. following the 1997 promulgation of the PM, 5 particulate matter
standard. The network has evolved to add over 500 continuous PM, s monitors and a reduction of 24-h
gravimetric samplers below 1000 sites (see Figure 2-66) that support air quality forecasting and public
notification of adverse air quality using the Air Quality Index (AQI), a generalized indicator of exposure
concern linked to the NAAQS (http://www.epa.gov/airnow/). While this expansion of continuous PM, s
sites adds spatial coverage of highly temporally resolved information, the mix of instrument types
compromises data harmonization across sites and geographic areas with different operational
characteristics.
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Figure 2-66. Maps illustrating coverage of PM2s FRM and FEM and O; network (left); and PM;.s continuous
samplers (right).

Particulate Matter Speciation

The speciation networks typically collect a 24-h sample once every 3 or 6 days. CASTNet provides
weekly averaged measurements of major ions including SO4*, NO; , calcium (Ca®"), Na*, potassium
(K", NH,", and magnesium (Mg”") integrated over all acrosol sizes by means of open-face filter packs.
Daily, 24-h speciated samples is limited to fewer than five sites in the U.S. and Canada. Similarly, a small
and variable number of sites, fewer than 10 in most years, provide near-continuous speciation data,
usually limited to some combination of pSOy4, pNOs, and EC and OC. In addition, the 22 NATTS sites
include actholometers measuring semi-continuous light absorption, often used as a surrogate for EC.

The U.S. EPA PM Supersites Program (Wittig and Solomon, 2006) provided highly time-resolved
aerosol measurements at eight cities in the U.S. for a mix of time periods between 1999 and 2004.
Depending on location and time period, a number of different instrument configurations were deployed
ranging from additional spatial coverage of standard speciation sites to systems capturing near-continuous
size-distributed chemical composition profiles.

The SEARCH program, funded since 1998 by EPRI and Southern Company, has provided
continuous, semi-continuous and integrated data on a wide variety of species from eight highly
instrumented paired research sites in the southeastern U.S. in the states of AL, FL., GA, and MS; see
descriptions in Hansen et al. (2003) for additional details. At present, the suite of measurements made at
all sites includes: 24-h PM, s filter samples, analyzed for mass, ions (SO42', NO;, NH,"), OC, EC, BC,
and elements as measured by XRF; 24-h PM coarse mass, ions, and XRF elements; 24-h gaseous NHj3;
continuous (minute-to-hourly) PM, s mass, OC, EC, NH,", NO;, and SO light-scattering and light
absorption; continuous gaseous O3, NO,, NOy, NO; , CO, and SO,; and continuous, 10-m meteorological
parameters: wind speed, wind direction, temperature, RH, solar radiation, barometric pressure and
precipitation.

Precipitation-based Networks

Precipitation chemistry is the primary measured link between atmospheric, terrestrial, and aquatic
systems. NADP oversees a network of more than 250 sites (see Figure 2-67) where most of the major ions
key to aquatic chemistry addressing acidification and eutrophication effects are measured. The NADP
includes the Mercury Deposition Network (MDN) of ~90 sites and seven Atmospheric Integrated
Research Monitoring Network (AIRMoN) sites providing greater temporal resolution.
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2.9.2. Intensive Field Campaigns

Intensive field campaigns of relatively short duration supplement routine, longer-term monitoring
networks by enhancing spatial, temporal, and compositional distribution of atmospheric species to better
elucidate physical and chemical processes relevant to the fate, transport, and removal of secondarily
formed gases and aerosols. Typically, these campaigns utilize some combination of aircraft studies, high
time resolved instrumentation and advanced analytical methods (in-situ and laboratory) to complement

routine ground-based measurements.
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Figure 2-67. Routinely operating North American precipitation and surface water networks. Upper left,

Canadian Air and Precipitation Monitoring Network (CAPMoN); Upper right, Integrated
Atmospheric Monitoring Deposition Network (IADN); Bottom, National Atmospheric
Deposition Program (NADP) with Time/LTM surface chemistry sites.
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Table 2-15.  Air monitoring networks/campaigns for non-routine special intensive studies conducted since

the mid-1990s.
Lead #of Initiated Measurement Location of Information Notes
Agency' Sites Parameters and/or Data
Texas 17 2006 03, NOx, NOv, SO, http://www.utexas.edu/research/  Researchers from universities, state and federal agen-
haze, visibility, CO, ceer/texaqsll/PDF/12-12-04 cies, private industry, and local governments are join-
VOC, solar radia-  Projected SurfaceSites tbl.pdf ing forces to conduct a major field study to address air
tion, surface mete- quality issues in the eastern half of Texas. The study,
orology, upper air planned for a period extending from Apr 2005 through
Oct 20086, will examine regional O3 formation, transport
of O3 and Os precursors, meteorological and chemical
modeling, issues related to O3 formation by highly
reactive emissions, and PM formation. It is anticipated
that the information from the study will be the scientific
basis used for developing State Implementation Plans
(SIPs) for Os (with concentrations averaged over 8 h),
regional haze, and, if necessary, for fine PM (PM < 2.5
pm in diameter, PM2s).
NOAA 1 ship, 2006 03, NO, NO2, NOy,  http://esrl.noaa.gov/csd/2006/ For TexAQS 2006, the NOAA air quality component will
2 VOCs, CO2, CO, investigate, through airborne and sea-based measure-
aircraft S0z, HNO3, NHs, ments, the sources, and processes that are responsi-
other reactive ble for photochemical pollution and regional haze dur-
pollutants, aerosols, ing the summertime in Texas. The focus of the study
meteorological will be the transport of O3 and O3 precursors within the
parameters and state and the impact of the long-range transport of O3
upper air or its precursors.
NOAA 3 2006 03, NO, NO2, NOv,  http://cloud1.arc.nasa.gov/intex-b/ The export of air pollutants from urban to regional and
aircraft VOCs, CO2, CO, global environments is a major concern because of
SO2, HNOs3, NHs, wide-ranging potential consequences for human
other reactive health, cultivated and natural ecosystems, visibility
pollutants, aerosols, degradation, weather modification, changes in radia-
meteorological tive forcing, and tropospheric oxidizing capacity. During
parameters, altitude the spring of 2006, a highly integrated atmospheric
— NOAA aircraft field experiment was performed over and around North

America. The Megacity Initiative: Local and Global
Research Observations (MILAGRO),
http://www.eol.ucar.edu/projects/milagro/ , resulted
through a highly coordinated collaboration between
NSF (through MIRAGE-Mex), DOE (through MAX-
Mex), NASA (through INTEX-B) and a variety of re-
search institution in the U.S. and Mexico and involved
ground and air borne activities centered on Mexico
City, Mexico during March 2006. MILAGRO goals were
greatly facilitated and enhanced by a number of
concurrent and coordinated national and international
field campaigns and global satellite observations.

EPA— Environmental Protection Agency; NASA — National Aeronautics and Space Administration; NOAA — National Oceanic and Atmospheric Administration; NPS — National Park
Service\NSF — National Science Foundation; UCSD — University of California San Diego (Scripts Institution of Oceanography)

2This study is part of the Central California Air Quality Studies (CCAQS) which comprise the California Regional Particulate Air Quality Study (CRPAQS) and the Central California
0Ozone Study (CCOS). CCAQS is a multi-year effort of meteorological and air quality monitoring, emission inventory development, data analysis, and air quality simulation modeling.
Prior studies in California included: Southern California Ozone Study (SCOS97) — 1997; Integrated Monitoring Study (IMS95) — 1995; San Joaquin Valley Air Quality Study (SJVAQS)
— 1990; SARMAP Ozone Study — 1990; Southern California Air Quality Study (SCAQS) — 1987.

®Historically, there have been many other field studies in the 1960s - 1990s that are not reflected in this table that involve both fixed monitoring sites and aircraft; well known examples
include Regional Air Pollution Study (RAPS), Large Power Plant Effluent Study (LAPPES), Northeast Corridor Regional Modeling Program (NECRMP), Northeast Regional Oxidant
Study (NEROS), Persistent Elevated Pollutant Episode (PEPE), and Lake Michigan Ozone Study (LMOS).
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There has been a long history of intensive field campaigns starting with the RAPS in the 1970s,
which formed the basis for evaluating the early photochemical gridded Eulerian airshed models used in
acid deposition and O; assessments. Landmark campaigns in the U.S. through the 1980s and 1990s such
as the SCAQS (Lawson, 1990), the SJAQS/Atmospheric Utility Signatures, Predictions, and Experiments
(AUSPEX) (Roth et al. 1988) and the Southern Oxidant Study (SOS) (Cowling and Furiness, 2001). Over
the last decade there have been a series of field campaigns focusing on characterization of surface level
aerosols through the PM Supersites program (Solomon and Hopke, 2008). While the early campaigns
focused on urban environments, the Eulerian Model Evaluation Field Study (EMEFS) and SOS during the
early 1990s shifted focus toward regional spatial scales. In addition to addressing urban areas of concern
such as Houston, TX, and Los Angeles, CA, more recent campaigns have extended spatial scales beyond
regional studies to address oceanic transport and a variety of air pollution issues across the Northern
Hemisphere, recognizing the importance of far-ranging source regions and continental-scale atmospheric
processes. Some of these campaigns included local and regional studies for the northeast and southeast
U.S., portions of Texas, and central and southern California. A variety of federal and state entities have
served as lead agencies for these studies. Table 2-15 provides a listing of studies conducted since the mid-
1990s.

A synthesis of key findings from major field campaigns conducted over the last two decades would
elevate exposure of these programs to a wider audience potentially generating support to enhance and
sustain atmospheric process and model evaluation studies, which are important complements to routine
ground-based and satellite observation platforms. While the NARSTO database
(http://eosweb.larc.nasa.gov/PRODOCS/narsto/table_narsto.html) provides access to raw data for various
field campaigns, coverage of campaigns beyond North America must be acquired from other sources. The
National Aeronautics and Space Agency (NASA)’s Atmospheric Data Science Center
(http://eosweb.larc.nasa.gov/) also provides access to some of the more recent field campaigns.

2.9.3. Satellite-Based Air Quality Observing Systems

An extensive array of satellite-based systems (see Table 2-16 and Table 2-17) with the capability of
measuring atmospheric column total species has been established by U.S. and European Satellite
programs lead by NASA and the National Oceanic and Atmospheric Administration (NOAA) in the U.S.
and the European Space Agency (ESA). A suite of satellites including Aqua, Aura, CALIPSO, OCO,
Glory, as well as NOAA-17, NOAA-18 and NPOESS, have either been launched since about the year
2000 or have other near-term proposed launch dates. Collectively, the remote sensing platforms include
techniques for measuring columns and/or profiles of aerosol optical depth (AOD), O3, CO, CO,, CHa,
SO,, NO,, chlorinated fluorocarbon compounds (CFCs), other pollutants, and atmospheric parameters
such as temperature and H,O content. Most of these satellites have a near-polar orbit allowing for two
passes per day over a given location. When taken together, a group of six satellites (Aqua, Aura,
CALIPSO, OCO, as well as CloudSat and PARASOL), coined the A-Train, is being configured to fly in a
formation that crosses the equator a few minutes apart at around 1330 local time to give a comprehensive
picture of earth weather, climate, and atmospheric conditions.

Satellite imagery offers the potential to cover broad spatial areas; however, an understanding of
their spatial, temporal and measurement limitations is necessary to determine how these systems
complement ground based networks and support air quality management assessments.
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Table 2-16.  Satellite-based air quality observing systems.'#

Satellite Lead o Orbit & Hor. Location of Information
Instrument Initiated Measurement Parameters .

Platform®>  Agency Resolution and/or Data
OLS (Operational DMSP satellites DOD 1962?  Identify fires and smoke plume  Polar Imagery http://www.af.mil/factsheets/-
Linescan System) only factsheet.asp?fsID=94
BUV (Backscatter Nimbus 4 NASA  1970-1980 Os, COz, SO Sun http:/nssdc.gsfc.nasa.gov/da
Ultraviolet Spectrometer) synchronous  tabase/MasterCatalog?sc=19

70-025A
SBUV (Solar Backscatter Nimbus 7 NASA  1978-1993 O3, SO Polar http://jwocky.gsfc.nasa.gov/-
Ultraviolet Spectrometer) n7toms/nimbus7tech.html
TOMS (Total Ozone Nimbus 7 Meteor NASA  1978-1993 O3, SO2, Aerosols Polar ~100 http://toms.gsfc.nasa.gov/-
Mapping Spectrometer) 3 Earth-Probe 1991-1994 km fltmodel/spacecr.html
1996

LIMS (Limb Infrared Nimbus 7 NASA  1978-1979 O3, HNOs, NO2, Polar http:/lims.gats-inc.com/-
Monitor of the about_lims.html
Stratosphere
ATMOS (Atmospheric Spacelab 3 NASA  1985,1992, Os, CFCls, CF2Clz, CIONO, http://remus.jpl.nasa.gov/-
Trace Molecule ATLAS —1,2,3 1993, 1994 HCI, HF, CO, CHas, HCN, HNO3, atmos/s|3.html
Spectroscopy) NO, NO2, N20s, Aerosols
CLAES (Cryogenic Limb  UARS NASA  1991-1993 Oz, CFCls, CF2Clo CIONO2, CHs, http://Jumpgal.gsfc.nasa.gov/
Array Etalon HNO3, NO, NOz, N20, N20s,
Spectrometer) Aerosols
HALOE (Halogen UARS NASA  1991-2005 Os, HCI, HF, CH4, NO, NOg, http://umpgal.gsfc.nasa.qov/
Occultation Experiment) Aerosols
ISAMS (Improved UARS NASA  1991-1992 O3z, CO, CHs, NO2, N2O, N20s http://Jumpgal.gsfc.nasa.gov/
Stratospheric and Aerosols
Mesospheric Sounder)
MLS (Microwave Limb UARS NASA  1991-1999 O3, CIO, CH3CN, HNO3, SO2 http://umpgal.gsfc.nasa.qov/
Sounder)
GOES Imager (Geosta-  GOES-10 GOES- NOAA 1994 Fire products for WF_ABBA Geostationary http://www.nesdis.noaa.gov/
tionary Operational 12 (imagery) and GASP (aerosol
Environmental Satellites) optical depth)
GOES Sounder GOES-10 GOES- NOAA 1994 Total column O3 Geostationary  http://cimss.ssec.wisc.edu/-
(Geostationary 12 goes/goesmain.html#sndrinfo
Operational

Environmental Satellites)

AVHRR (Advanced Very  NOAA-15NOAA- NOAA 1998 Aerosol optical depth, particle ~ Polar http://noaasis.noaa.gov/-
High Resolution 16 NOAA-172 size information and vegeta- 4km NOAASIS/ml/avhrr.html
Radiometer) tion/drought index products

related to air quality through

fires
SBUV/2 (Solar NOAA-16 NOAA 2000 Total and profile Os from surface Polar http://www2.ncdc.noaa.gov/-
Backscattered Ultraviolet NOAA-172 to top of atmosphere in ~5 km docs/podug/html/c4/secd—
Radiometer Model 2) thick Umkehr layers 4.htm
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Instrument Satellite Lead Initiated  Measurement Parameters Orbit & Hor. Location of Information

Platform®>  Agency Resolution and/or Data
MOPITT (Measurement of EOS Terra NASA 1999 CO, CH4 Polar http://www.eos.ucar.edu/mopi
Pollution in the Tropo- 22 % 22 km2 tt/
sphere)
MISR (Multi-angle EOS Terra NASA 1999 Aerosol properties and plume ~ Polar~1 km  http://www-
Imaging height information near the misr.jpl.nasa.gov/mission/-
SpectroRadiomenter) vicinity of fires introduction/welcome.html
MODIS (Moderate EOS Terra NASA 1999 03, aerosol optical depth, par-  Polar http://modarch.gsfc.nasa.gov/
Resolution .Imaging EOS Aqua 2002 ticlelsize infqrmation, fine _ 1km index.php
Spectroradiometer) particle fraction, and forest fires
AIRS (Atmospheric EOS Aqua NASA 2002 Total column Os, surface Polar http://www-airs.jpl.nasa.gov/
Infrared Sounder) temperature, temperature and 51 o

moisture vertical profiles, (plus
under development are CO and
CO:2 total column, O3 vertical
distribution, and CHa

distribution)
HIRDLS (High Resolution EOS Aura NASA 2004  Os, CFCls, CF2Clz, CIONO, Aerosols Polar: http://aura.gsfc.nasa.
Dynamics Limb Sounder) CHs, HNO3, NO2, N20, N20s, gov/index.html
MLS (Microwave Limb EOS Aura NASA 2004 03, BrO, CIO, HOCI, HCI, CO,  Polar http://aura.gsfc.nasa.gov/inde
Sounder) HCN, CH3CN, HNO3, N2O, OH, x.html
HO2, SOz
OMI (Ozone Monitoring ~ EOS Aura NASA 2004 03, BrO, OCIO, HCHO, NO, Polar 12 x 24 km?2
Instrument) S0z and aerosol http://aura.gsfc.nasa.gov/inde
x.html

TES (Total Emission EOS Aura NASA 2004 03, NOv, CO, SO2, CHa Polar 26 x 42  http://aura.gsfc.nasa.gov/inde
Spectrometer) km x.html
CALIPSO (Cloud-Aerosol CALIPSO NASA 2005  AOD, backscatter, extinction Polar 0.3 x http://www-
Lidar & Infrared Pathfind- 0.3 km? calipso.larc.nasa.gov/about/
er Satellite Observations)
OMPS Ozone Mapping ~ NOAA 2006 Total column and vertical profile  Polar http://www.ipo.noaa.gov/-

and Profiling 03 data Projects/npp.html

Suite NPOESS

Preparatory

Project
VIIRS (Visible Infrared NPOESS - NOAA 2006 AOD Polar http://www.ipo.noaa.gov/-
Imaging Radiometer Preparatory Projects/npp.html
Suite) Project
Orbiting Carbon 0CoO NASA 2008  CO2 Polar http://oco.jpl.nasa.gov/
Observatory
APS & TIM (Aerosol Glory NASA 2008 BC soot, other aerosols, total ~ Low Earth http://glory.gsfc.nasa.gov/
Polarimetry Sensor & solar irradiance, cloud images  Orbit
Total Irradiance Monitor) Sun- synchronous, circular

Non-U.S. satellite systems are not included in table at this time.

2As of 3/15/06 the operational satellite platforms may need to include NOAA-18.

3CALIPSO — Cloud-Aerosol Lidar & Infrared Pathfinder Satellite Observations

DMSP— Defense Meteorological Satellite Program. EOS — Earth Observing System. GOES — Geostationary Operational Environmental Satellites

NOAA — National Oceanic and Atmospheric Administration|. NPOESS — National Polar-orbiting Operational Environmental Satellite System. OCO — Orbiting Carbon Observatory
UARS — Upper Atmosphere Research Satellite. “See the following table for additional information on NASA satellites, instrument systems, pollutants measured, and data availability:
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Table 2-17.  Key atmospheric chemistry and dynamics data sets at the NASA Goddard DAAC.
Missions Nimbus 4 Nimbus 7 ADEOS 1 Nimbus 7 ATI2.A38 1, UARS ERS-2 TerraAqua Aqua Aura
Earth-Probe ’
Instruments BUV SBUV TOMS LIMS ATMOS CLAES HALOE SAMS MLS GOME MODIS AIRS OMI HIRDLS MLS  TES*
Data Period |Apr Nov  [Nov  [Oct |'85,'92, Oct Oct ‘91— |Sep ‘91—  |Sep |April  |Mar  |Sep Jul ‘04-|Jul ‘04— |Jul ‘04- |Jul ‘04—
‘70— |'78- |'78-  |'78- ['93,'94 ‘91— |Present |Jul ‘92 ‘91-1'95- |'00- |'02-  |Present|Present |Present |Present
May |May |[Present|May May ‘93 Jul  |Present|Present|Present
77 ‘93 ‘79 ‘99
Spectral 255- |255- [309- |6.2- |2.98-15um |35- |243- |4.6- 63, |240- [04- |0.4-1.1,|270- |6.12-  [118,190,|3.2-
Region 380 nm|340 nm|360 15 um 12.7 ym|10.25 pm|16.6 ym 183, (790 nm {14 ym [3.74- {500 nm |17.76 pm|240, 640 |15.4 ym
312- 205 15.4 ym GHz, 2.5
380 nm GHz THz
Bands 13 13 6 6 16 9 8 8 313072 | 36 | 2382 | 1560 22 5 12
03 [ L] [ ] (] [ ) [ ] L] [ ] [ ) [ ] L[] [ ] [ ) L[] L] [ ]
BrO [ ] [ [ ]
CFCl3 * * *
CF.Cl, d d hd
clo ° °
oclo o .
CIONO2 ® ® ®
HOCI .
HCI o [ .
HF hd b
HCHO o o
co ° ° [ ° [
CHs ° ° [ ) ° () ) )
CHsCN °
HCN o .
HNO; ° ° ° ° ° ° °
NO ° ° °
NO2 o o ° L] o o o L] L]
NZO ° ° o L] °
N205 [ ] [ ) [ ] [ ]
OH .
H20/ ) ) ° . ° ° ° . . . . .
Humidity
802 [ ] [ ] [ ] [ ] [ ] [ ) [ )
Aeroso]s [ ] [ ) [ ) [ ] [ ) [ ] [ ) [ ]
C|0ud [ ] [ ] [ ] [ ] [ ] [ ) [ ]
Temperature [ ) [ ) [ ] [ ) [ ) [ ] [ ] [ ] L[] [ ]
Geopotential ] L . . .
Height
Reflectance | @ L o L L i

Please note that the table above does not contain parameters from all sensors and products. Also available from the GES DAAC are many more Atmospheric and Earth Sciences data
products from AIRS, AMSU-A, HSB, MODIS, SeaWiFS, OCTS, CZCS, TRMM (PR, TMI, VIRS), TOVS Pathfinder, Data Assimilation Model (GEOS-1, GEOS-DAS, CPC/ACDB), UARS
(HRDI, WINDII, SOLSTICE, SUSIM, PEM), SORCE, several Field Campaigns, and Interdisciplinary data sets consisting of 70 geophysical Earth Sciences parameters. TOMS & SBUV
reprocessed data (version-8) are now available on DVD-ROM. The MLS and OMI-Aura products and Visualization tools are now available from GES DIC.
Source: Aura instrument 'TES' is archived at the NASA Langley Atmospheric Sciences Data Center (http://eosweb.larc.nasa.gov/) http://disc.gsfc.nasa.gov/.
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2.9.3.1. Satellite Coverages

The near polar orbiting tracks of most satellites performing trace gas measurements provides wide
spatial coverage of horizontal resolution on the order of 10 to 50 km, but delivers only twice-daily
snapshots of a particular species. Consequently, temporal patterns of pollutants as well as a time-
integrated measure of pollutant concentrations cannot be delineated explicitly through satellite
measurements alone. The geostationary satellite platforms such as the GOES systems of NOAA do
provide near-continuous coverage of physical parameters for weather tracking and forecasting purposes.
Polar orbiting satellites typically provide horizontal spatial resolution between 10 and 100 km, depending
on the angle of a particular swath segment. Spatial resolution less than 10 km is possible with
geostationary platforms.

Characterization of elevated pollutants delivered by satellite systems complements of our ground
based in-situ measurement networks — especially considering that a considerable fraction of pollutant
mass resides well above Earth’s surface. With few exceptions, satellite data typically represents a total
atmospheric column estimate. For certain important trace gases (e.g., NO,, SO,, CH,0) and aerosols,
most mass resides in the boundary layer of the lower troposphere, enabling associations linking column
data to surface concentrations or emissions fields. For example, reasonable correlations, especially in the
eastern U.S., have been developed between concentrations from ground level PM, s stations and AOD
from NASA’s Moderate Resolution Imaging Spectroradiometer (MODIS) aboard the Aqua and Terra
satellites (Engel-Cox et al., 2004); see the example in Figure 2-68. The Infusing Satellite Data into
Environmental Applications (IDEA; http://idea.ssec.wisc.edu/) site provides daily displays and
interpretations of MODIS and surface air quality data. The Cloud-Aerosol Lidar and Infrared Pathfinder
Satellite Observation (CALIPSO) satellite (discussed below) provides some ability to resolve aerosol
vertical gradients.

2.9.3.2. Measurement Issues

Most satellite air quality observations are based on spectroscopic techniques typically using
reflected solar radiation as a broad source of UV-through-IR electromagnetic radiation (LIDAR aboard
CALIPSO does utilize an active laser as the radiation source). While the science of satellite based
measurements of trace gases and aerosols is relatively mature, interferences related to surface reflections,
cloud attenuation and overlapping spectra of nearby species require adequate filtering and accounting for
in processing remote signals. For example, aerosol events episodes associated with clouds often are
screened out in developing in applications involving AOD characterizations through MODIS.
Correlations between AOD and surface aerosols generally are better in the eastern U.S. relative to the
West due to excessive surface light scattering from relatively barren land surfaces.

2.9.4. European Air Monitoring Networks

Extensive air monitoring networks have also been implemented in Europe. In addition to the
programs discussed above, many European-based programs are served by centralized organization
structures linked to international efforts such as Convention on Long Range Transport of Air Pollution
(LRTAP) (http://www.unece.org/env/Irtap/) and the underlying technical assessment body, the Co-
operative Programme for Monitoring and Evaluation of the Long-range Transmission of Air Pollutants in
Europe (EMEP). The Global Atmospheric Watch (GAW) program (http://www.wmo.int/pages/prog/-
arep/gaw/gaw_home_en.html) under the World Meteorological Organization (WMO) provides quality
assurance guidelines and data access to an important body of air quality measurements relevant to
assessing intercontinental pollution transport and climate forcing phenomena. The Norwegian Institute for
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Air Research (NILU) (http://www.nilu.no/index.cfm?ac=topics&folder id=4572&lan_id=3), maintains a
database for much of the European based networks.

Source: Engel-Cox et al. (2004).

Figure 2-68. Correlation surfaces between MODIS AOD and hourly PM: 5 surface sites from April-
September 2002.

Table 2-18 includes combined contributions from all countries ranging from a few sites to tens of
sites per country. Measurements for a variety of air pollutants are addressed including Os, heavy metals,
persistent organic pollutants (POPs), PM, VOCs, and deposition from acidifying and eutrophying
compounds.
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Table 2-18.

International and European air monitoring programs.

Network Lead Agency Num_ber Initiated Measurement Parameters Locat_lon of
of Sites Information / Data
EMEP - UNECE 270 1977  Acidifying / Eutrophying Compounds http://www.nilu.no/projects/
Co-operative Programmed for (precipitation): S.OA.Z_, NOs, NHq, trace  ccc/emepdata.html
Monitoring and Evaluation of elements, pH, acidity
the Long-range Transmission (A): SOz, NO2, HNO3, NH3, PM1o, PM23,
of Air Pollutants in Europe major ions
(encompasses netwqr ks for O3 Heavy Metals precipitation, major
~37 E.uro.pean countries and ions, PMz2.s, PM10, Hg, wet deposition
organizations) POPs precipitation, air, deposition PM,
PMzs, PM1o, EC, OC, TC, BC VOC HCs,
Carbonyls
EUROTRAC—The European International M 1986 EUROTRAC programs performed http://www.qgsf.de/eurotrac/
Experiment on the Transport ~ Executive analyses utilizing data from existing or  index _what is.html
and Transformation of Committee specially designed monitoring networks
Environmentally Relevant (European to:
Trace Constituents over Countries) 1. elucidate the chemistry and transport
Europe of Os and other photo-oxidants in the
troposphere, e.g., TOR—30 Os stations
and ALPTRAC—15 snow-monitoring
sites
2. identify processes leading to the
formation of acidity in the atmosphere,
particularly those involving aerosols and
clouds.
3. understand uptake and release of
atmospheric trace substances by the
biosphere.
EUROTRAC-2 — The International g 1996 EUROTRAC-2 programs performed http://www.qgsf.de/eurotrac/
EUREKA project on the Scientific analyses utilizing data from existing index what is.html
transport and chemical Secretariat monitoring networks to: support the
transformation of trace (European further development of abatement
constituents in the Countries and strategies within Europe by providing an
troposphere over Europe; EU) improved scientific basis for the
second phase. Subprojects: quantification of source-receptor
- AEROSOL relationships for photo-oxidants and
- BIATEX-2 acidifying substances.
- CAPMAN
-CMD
- EXPORT-E2
- GENEMIS
- GLOREAM
- LOOP
- MEPOP
- PROCLOUD
— SATURN
-TOR-2
- TRAP45
- TROPOSAT
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2.9.5. Ambient Concentrations of Relevant N Compounds

2.9.5.1. NO and NO,

Species concentrations described in this section were taken from two types of networks described
in Section 2.9.1 above: the mostly urban networks designed and maintained for NAAQS attainment
demonstrations; and the mostly rural and remote networks designed and operated to comply with a range
of requirements for protection of landscapes and views.

Figure 2-69 shows the distribution of monitoring sites for ambient-level, continuous NO, across the
U.S. Data for ambient NO, are missing or are collected at very few sites over large areas of the U.S. Few
cities have more than two monitors and several large cities, including Seattle, WA, have none. Note that
the number of NO, monitors has been decreasing in the U.S. as ambient average concentrations have
fallen to far below the level of the NAAQS. There were, for example, 375 NO, monitors identified in
mid-2006, but only 280 in November 2007.

A
iy

Figure 2-69. Location of ambient-level NO, monitors for NAAQS compliance in 2007. Shaded states have
NO; monitors; unshaded states have none.

Criteria for siting ambient monitors for NAAQS pollutants are given in the SLAMS / NAMS /
PAMS Network Review Guidance (U.S. EPA, 1998). As might be expected, criteria for siting monitors
differ by pollutant. NO, monitors are meant to be representative of several scales: middle, or several city
blocks, 300 to 500 m; neighborhood, or 0.5 to 4 km; and urban, or 4 to 50 km. Middle- and
neighborhood-scale monitors are used to determine highest concentrations and source effects, while
neighborhood- and urban-scale monitors are used for monitoring population exposures. As can be seen,
there is considerable overlap between monitoring objectives and scales of representativeness. The
distance of neighborhood- and urban-scale monitor inlets from roadways increases with traffic volume
and can vary from 10 to 250 m away from roadways as traffic volume increases. Where the distance of an
inlet to a road is shorter than the value in this range for the indicated traffic volume on that road, that
monitor is classified as middle scale. Vertically, the inlets to NO, monitors can be set at a height from 2 to
15 m.

Figure 2-70 shows box plots of ambient concentrations of NO, measured at all monitoring sites
located within MSAs or urbanized areas in the U.S. from 2003 through 2005. As can be seen, mean NO,
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concentrations are ~15 ppb for averaging periods ranging from a day to a year, with an interquartile range
(IQR) of 10 to 25 ppb. However, the average of the daily 1-h maximum NO, concentration over this 3
year period is ~30 ppb. These values are about twice as high as the 24-h average. The highest maximum
hourly concentration, ~200 ppb, found during the period of 2003 to 2005 was more than a factor of 10
greater than the overall mean 24-h concentrations. The ratio of the 99th percentile concentration to the
mean ranges from 2.1 for the 1-year averages, to 3.5 for the 1-h averages.
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Figure 2-70. Ambient concentrations of NO, measured at all monitoring sites located within Metropolitan
Statistical Areas (MSAs) in the U.S. from 2003 through 2005. * max; * mean

Because ambient NO, monitoring data are so sparse across the U.S., and are particularly so in rural
areas, it would not be appropriate to use these data for constructing a complete coverage map of NO,
concentrations. The short T of NO, with respect to conversion to NO7 species and the concentrated nature
of NO, emissions result in steep gradients and low concentrations away from major sources that are not
adequately captured by the existing monitoring networks. For this reason, model predictions might be
more useful for showing large-scale features in the distribution of NO, and could be used in conjunction
with the values shown in Figure 2-71 to provide a more complete picture of the variability of NO, across
the U.S. Monthly average NO, concentrations for January and July 2002 calculated using U.S. EPA’s
CMAQ model are shown in Figure 2-72. (A description of the capabilities of CMAQ and other three-
dimensional CTMs is given in Section 2.8) The high variation in NO, concentrations of at least a factor of
10 is apparent in these model estimates. As expected, the highest NO, concentrations are seen in large
urban regions, such as the northeast corridor, and lowest values are found in sparsely populated regions
located mainly in the West. NO, concentrations tend to be higher in January than in July.
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Figure 2-71. Monthly average NO, concentrations (ppb) for January 2002 (left panel) and July 2002 (right
panel) calculated by CMAQ (36 X 36 km horizontal resolution).

Trends in NO, concentrations across the U.S. from 1990 to 2006 are shown in Figure 2-72. The
white line shows the mean values and the upper and lower borders of the shaded areas represent the 10th
and 90th percentile values. Information on trends at individual local air monitoring sites can be found at
www.epa.gov/airtrends/nitrogen.html.
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Source: www.epa.gov/airtrends/nitrogen.html.

Figure 2-72. Nationwide trend in NO; concentrations. The white line shows the mean values, and the
upper and lower borders of the green (shaded) areas represent the 10th and 90th percentile
values. The current NAAQS of 0.53 ppm is shown with the dotted line.

Concentrations were substantially higher during earlier years in selected locations and contributed
in those years to the brown clouds observed in many cities. Residents in Chattanooga, TN, for example,
were exposed more than 30 years ago to high levels of NO, from a munitions plant (Shy and Love, 1980).
Annual mean NO, concentrations there declined from ~102 ppb in 1968 to ~51 ppb in 1972. There was a
strike at the munitions plant in 1973 and levels declined to ~32 ppb. With the implementation of control
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strategies, values dropped further. In 1988, the annual mean NO, concentration varied from ~20 ppb in
Dallas, TX and Minneapolis, MN to 61 ppb in Los Angeles, CA. However, New York City, with the
second-highest annual mean concentration in the U.S. in 1988, the mean NO, concentration was 41 ppb.

The month-to-month variability in 24-h average NO, concentrations at two sites in Atlanta, GA, is
shown in Figure 2-73. (Similar plots of variability at other individual sites in selected urban areas are
shown in Figure 2-74 through Figure 2-81; these cities were chosen to represent regions with large
populations and, hence, large emissions from on-road vehicles and combustion for energy production, the
two largest sources of NO and NO,.
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Figure 2-73. Time series of 24-h average NO, concentrations at individual monitoring sites in Atlanta, GA
from 2003 through 2005. A natural spline function (with 9 degrees of freedom) was fit and
overlaid to the data (dark solid line).
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Figure 2-74. Time series of 24-h average NO; concentrations at individual monitoring sites in New York
City from 2003 through 2005. A natural spline function (with 9 degrees of freedom) was fit and
overlaid to the data (dark solid line).
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Figure 2-75.
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Time series of 24-h average NO, concentrations at individual monitoring sites in Chicago, IL
from 2003 through 2005. A natural spline function (with 9 degrees of freedom) was fit and

overlaid to the data (dark solid line).
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Figure 2-76.  Time series of 24-h average NO, concentrations at individual monitoring sites in Baton Rouge,
LA from 2003 through 2005. A natural spline function (with 9 degrees of freedom) was fit and
overlaid to the data (dark solid line).
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Figure 2-77.  Time series of 24-h average NO, concentrations at individual monitoring sites in Houston, TX
from 2003 through 2005. A natural spline function (with 9 degrees of freedom) was fit and
overlaid to the data (dark solid line).
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Figure 2-78.  Time series of 24-h average NO, concentrations at individual monitoring sites in Los Angeles,
CA from 2003 through 2005. A natural spline function (with 9 degrees of freedom) was fit and
overlaid to the data (dark solid line).
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Figure 2-79.  Time series of 24-h average NO, concentrations at individual monitoring sites in Los Angeles,
CA from 2003 through 2005. A natural spline function (with 9 degrees of freedom) was fit and
overlaid to the data (dark solid line).
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Figure 2-80.  Time series of 24-h average NO, concentrations at individual monitoring sites in Riverside, CA
from 2003 through 2005. A natural spline function (with 9 degrees of freedom) was fit and
overlaid to the data (dark solid line).

Strong seasonal variability exists in NO, concentrations in the data shown above. Higher
concentrations are found during winter, consistent with the generally lower PBL depths in winter. Lower
concentrations are found during summer, consistent with deeper PBLs and increased rates of
photochemical oxidation of NO, to NOz. Note also the day-to-day variability in NO, concentration, which
also tends to be larger during the winter. There appears to be a somewhat regular pattern for the other
southern cities examined with their winter maxima and summer minima.

Monthly maxima tend to be found from late winter to early spring in Chicago, IL, and New York,
NY, with minima occurring from summer through fall. However, in Los Angeles and Riverside, CA,
monthly maxima tend to occur from fall through early winter, with minima occurring from spring through
early summer. Mean and peak NO, concentrations during winter can be up to a factor of 2 greater than
those during the summer at sites in Los Angeles.

The diel variability in NO, concentrations at the same two sites in the Atlanta metropolitan area
shown in Figure 2-73 is illustrated in Figure 2-82. As can be seen from these figures, NO, typically
exhibits daily maxima during the morning rush hours, although they can occur at other times of day. In
addition, there are differences between weekdays and weekends. At both Atlanta sites, NO,
concentrations are generally lower and the diel cycles more compressed on weekends than on weekdays.
The diel variability of NO, at these sites is typical of that observed at other urban sites. Monitor siting
plays a role in determining diel variability in the sense that monitors located farther from traffic will
sometimes measure lower concentrations and show a flatter overall distribution of data compared to
monitors located closer to traffic.

2-135



e. Riverside, CA.

SUBURBAN f. Riverside, CA. SUBURBAN

0024
006 site i = 080710308 pac = 1 zz site id = 060712002 poc = 1
g oord E oo
-: 0,084 = oo
S oos 5 0.05
g 0043 E 004
g 003 § 003
§ o2 5 o
0013 © oot
0,004 0.00:
Sample Date (mm/ddlyyyy) Sample Date (mm/dd/yyyy)
g. Riverside, CA. SUBURBAN h. Riverside,cA. URBAN and CENTER CITY
0.084 o
- site id = 060719004 poc = 1 _ ooe] site id = 050710001 poc =1
E 0,07 E_ 0074
% 0.064 % 005
_2__ 0,053 .g 0059
% 0043 E 0o
o oosd 3 om
é ooz I é oz
o o4
0.00: D.m-l : : :
mmlrzom
Sample Date (mm/dd/yyyy) Sample Date (mmiddlyyyy)
i. Riverside, CA. URBAN and CENTER CITY
0,094
0,08 site id = 080711004 poc = 2
g 0074
'& 0064
=
‘-% 0.054
g 0,044
i=
2 om
g ooz
o
004
0.004
T T T T T T T
Sample Date (mm/ddlyyyy)
Source: U.S. EPA (2006a)
Figure 2-81.  Time series of 24-h average NO, concentrations at individual monitoring sites in Riverside, CA

from 2003 through 2005. A natural spline function (with 9 degrees of freedom) was fit and
overlaid to the data (dark solid line).
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Figure 2-82.  Mean hourly NO, concentrations on weekdays and weekends measured at two sites in Atlanta,

GA. (A) and (B) refer to a suburban site, and (C) and (D) refer to a site classified as urban and
city center.

2.9.5.2. NOy and NOz

Data for individual NOy species are much less abundant than for NOx or for total NOy. Data for
several individual NOy species are collected typically only as part of research field studies, like SOS,
Texas Air Quality Study, and others. As a result, this information is not available for a large number of
areas in the U.S.

PANs

At warm temperatures, the concentration of PAN forms a photochemical steady state with its
radical precursors on a timescale of roughly 30 min. This steady-state value increases with the ambient
concentration of Os (Sillman et al., 1990). O; and PAN may show different seasonal cycles because they
are affected differently by temperature. Ambient O; increases with temperature, driven in part by the
photochemistry of PAN. The atmospheric T of PAN decreases rapidly with increasing temperature due to
thermal decomposition. Based on the above, the ratio of O; to PAN is expected to show seasonal changes,
with highest ratios in summer, although there is no evidence from measurements. Measured ambient
concentrations show a strong nonlinear association between PAN and O; (Pippin et al., 2001; Roberts
et al., 1998) (Figure 2-83). Moreover, uncertainty in the relationship between O; and PAN grows as the
level of PAN increases.
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Figure 2-83. Measured Os (ppb by volume) versus PAN (ppt by volume) in Tennessee, including (a) aircraft
measurements, and (b, ¢, and d) suburban sites near Nashville.

Measurements and models show that PANs in the U.S. includes major contributions from both
anthropogenic and biogenic VOC precursors (Horowitz et al., 1998; Roberts et al., 1998). Measurements
in Nashville during the 1999 summertime SOS showed PPN and MPAN amounting to 14% and 25% of
PANS, respectively (Roberts et al., 2002). Measurements during the TexAQS 2000 study in Houston
indicated PAN concentrations of up to 6.5 ppb (Roberts et al., 2003). PAN measurements in southern
California during the SCOS97-NARSTO study indicated peak concentrations of 5—10 ppb, which can be
contrasted to values of 60—70 ppb measured in 1960 (Grosjean, 2003). Vertical profiles measured from
aircraft over the U.S. and off the Pacific coasts typically show PAN concentrations above the boundary
layer of only a few hundred ppt, although there have been significant enhancements associated with long-
range transport of pollution plumes from Asia (Kotchenruther et al., 2001; Roberts et al., 2004).

Observed ratios of PAN to NO, as a function of NOx at a site at Silwood Park, Ascot, Berkshire,
UK are shown in Figure 2-84 (U.K AQEG, 2004). As can be seen there is a very strong inverse relation
between the ratio and the NOx concentration, indicating photochemical oxidation of NOx has occurred in
aged air masses and that PAN can make a significant contribution to measurements of NO, especially at
low levels of NO,. It should be noted that these ratios will likely differ from those found in the U.S.
because of differences in the composition of precursor emissions, the higher solar zenith angles found in
the UK compared to the U.S., and different climactic conditions. Nevertheless, these results indicate the
potential importance of interference from these compounds in measurements of NO.
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Figure 2-84.  Ratios of PAN to NO, observed at Silwood Park, Ascot, Berkshire, U.K. from July 24 to August
12, 1999. Each data point represents a measurement averaged over 30 min.

HNO2

Measurements of HNO, in urban areas are extremely limited; however, data from Stutz et al.
(2004) and Wang and Lu (2006) indicate that levels of HNO, are <1 ppb even under heavily polluted
conditions, with the highest levels found during the night and just after dawn and the lowest values found
in the afternoon. However, data collected in the U.K. (Lammel and Cape, 1996; U.K. AQEG, 2004) and in
the U.S. (Kirchstetter and Harley, 1996) indicate that HNO,-to-NOx ratios could be of the order of ~5% in
motor vehicle emissions. These results indicate that HNO, levels in traffic could be comparable to those
of NO,. Several field studies conducted at ground level (Hayden et al., 2003, near Boulder, CO) and
aircraft flights (Singh et al., 2007, over eastern North America), have found much higher NO,
concentrations than NOx concentrations in relatively unpolluted rural air, some of which could be
attributed to PAN.

The ratio of HNO, to NO, as a function of NOx measured at a curbside site in a street canyon in
London, UK is shown in Figure 2-85, where HNO; is labeled HONO. The ratio is highly variable, ranging
from about 0.01 to 0.1, with a mean ~0.05. As NO, constitutes several percent of motor vehicle emissions
of NOx, the above implies that emissions of HNO, represent a few tenths of a percent of mobile NOx
emissions. A similar range of ratios has been observed at other urban sites in the United Kingdom
(Lammel and Cape, 1996).

2-139



0.3 _— T R B

o o)
o 0.2
@] .
= ©
—
o
= !
(@] |
s |

0 200 400 600 800 1000

[NO,] (ppb)

Source: UK AQEG (2004).

Figure 2-85.  Ratios of HNO; to NO, observed in a street canyon (Marylebone Road) in London, U.K. from 11
a.m. to midnight during October 1999. Data points reflect 15-min average concentrations of
HONO and NO,.

HNO3z and NO3-

Data for concentrations of HNO; and NO; ™ in urban areas in the U.S. are sparse. The most
geospatially intensive set of data for any HNO; were taken as part of the Children’s Health Study for
which gas-phase HNO; was measured at 12 sites in southern California from 1994 through 2001 (Alcorn
and Lurmann, 2004). Two week average concentrations ranged from <1 ppb to >10 ppb, with the highest
HNOj; concentrations and highest ratio of HNO; to NO,, ~0.2, was found downwind from central Los
Angeles in the San Bernardino area during summer, as one would expect for this more oxidized N
product.

HNO; data have also been reported from the SEARCH network of four pairs (eight total sites) of
urban and rural sites in the southeastern U.S using increasingly sophisticated methods since 1998; see
Zhang et al. (2006). Concentrations of HNOj in this area have ranged from <1 ppb to >10 ppb.

Maps of ambient concentrations from CASTNet data for rural and remote areas are available
below. The CASTNet ambient concentration maps were produced with ArcInfo using an inverse distance
weighting (IDW) interpolation technique. Using IDW, the surface is most influenced by the nearest point
values and less so by more distant points. CASTNet sites within 400 km of each grid point were used in
this calculation. As noted above, thin data coverage complicates interpretation of these maps and renders
them most useful as heuristic guides to large areas of possible differences. Strict quantitative values
should not be imputed to areas away from the measurement sites.

Ranges of years in the chart represent 3 year averages. For example, 2004—2006 is the average
concentration of 2004, 2005 and 2006, as calculated from gridded output for each of the years. The three
annual grids from the 3 year period were averaged to derive the mean concentration of the 3 year period.
Only sites meeting completeness criteria for at least two of the three years of the averaging period were
included.

Figure 2-86 shows annual average concentrations for gas-phase HNO; from CASTNet for the years
2004 through 2006. Because HNOs is produced mostly as a secondary product from emitted NO, the
regions of higher concentrations HNO; are geographically similar to those of high concentration NO and
NO,: the northeast corridor and southern California.
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Figure 2-86.  Annual average gas-phase HNO; concentrations, 2004-2006. White areas on the map are
areas where monitoring sites are absent and no information is available.

Because they have the same precursor reactants in NO and NO,, elevated O; concentrations are
often associated with elevated HNO; concentrations. However, HNO; can be produced in significant
quantities in winter, even when O; concentrations are low. The ratio between O; and HNOj; also shows
great variation in air pollution events, with NOx-saturated environments having much lower ratios of O;
to HNOj; (Ryerson et al., 2001). pNO; is formed primarily by combining NO; supplied by HNO; and NH;
and may be limited by the availability of either reactant. pNOjs is expected to correlate loosely with Os,
whereas NHj is not expected to correlate with Os.

Thus, annual average pNO; can account for several ppb of NOy, with higher values in the West.
There is strong seasonal variation, which is especially pronounced in western areas where there is
extensive wood burning in the winter resulting in a larger fractional contribution of local sources. Areas in
the East where there are topographic barriers might be expected to show higher fractional contributions
from local sources than other eastern areas that are influenced by regionally dispersed sources. Figure
2-87 shows a map of annual average NO;™ concentrations in the years 2004 to 2006 produced from
CASTNet measurements of ambient concentrations. This maps indicates at least qualitatively that
maximum NO; concentrations are found in areas of maximum NO and NO, emissions.
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Figure 2-87.  Annual average gas-phase NO; concentrations, 2004-2006. White areas on the map are areas
where monitoring sites are absent and no information is available.

2.9.5.3. Nitro-PAHs

Nitro-PAHs are widespread and found even in high altitude, relatively unpolluted environments
(Schauer et al., 2004). However, there are differences in composition and concentration profiles both
within and between monitoring sites (rural vs. urban) as well as between and within urban areas (Albinet
et al., 2006; Naumova et al., 2003; Séderstrom et al., 2005), with some differences in relative abundances
of nitro- and oxo-PAHs also reported. Source attribution has remained largely qualitative with respect to
concentrations or mutagenicity (Eide et al., 2002). The spatial and temporal concentration pattern for the
nitro-PAHs may differ from that of the parent compounds because concentrations of the latter are
dominated by direct emission from local combustion sources. These emissions results in higher
concentrations during atmospheric conditions more typical of wintertime when mixing heights tend to be
low. The concentrations of secondary nitro-PAHs are elevated under conditions that favor hydroxyl and
NOs radical formation, i.e., during conditions more typical of summertime, and are enhanced downwind
of areas of high emission density of parent PAHs and show diurnal variation (Fraser et al., 1998; Kameda
et al., 2004; Reisen and Arey, 2005). Nitro-napthalene concentrations in Los Angeles, CA varied between
about 0.15 to almost 0.30 ng/m’ compared to 760 to 1500 ng/m’ for napthalene. Corresponding values for
Riverside, CA were 0.012 to more than 0.30 ng/m’ for nitro-napthalene and 100 to 500 ng/m’ for
napthalene. Nitro-pyrene concentrations in LA varied between approximately 0.020 to 0.060 ng/m’
compared to 3.3 to 6.9 ng/m’ pyrene, whereas corresponding values for Riverside were 0.012 to
0.025 ng/m’ and 0.9 to 2.7 ng/m’.

2.9.5.4. Ammonia

Section 2.7.1.5 above established that a successful real-time continuous monitoring technique for
ambient NH; has not been identified; and, of equal importance, Section 2.4 above described the severely
limiting unknowns related to NH; emissions on national and local scales. With these important
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information gaps, estimates of NH;3 concentrations at any scale for the U.S. must be constructed and
interpreted with caution. It is possible, for example, to rank NH; concentrations by land use types from
the few special field campaigns where it was measured as Walker et al. (2004) did for agricultural, non-
agricultural, and urban types; see Table 2-19. This table shows the enormous range in NH; concentrations
by season and land use type, from a low of 0.02 pg/m’ in summer over alpine tundra on Niwot Ridge,
CO, (Rattray and Sievering, 2001) to 11.0 ug/m’ over fertilized lands in Wekerom in the central
Netherlands (Buijsman et al., 1998).

Table 2-19.  Ambient NH; concentrations summarized by study.

Concentration (ugm3) Land Use Comment
3.0 Agricultural Low NH3 emissions
11.0 Agricultural Moderate NH3 emissions 2
10.48 Agricultural Fall ®
0.65-1.2 Agricultural Spring ¢
0.26 Agricultural Winter ¢
0.34 Non-agricultural High elevation, summer and fall 4
0.02 Non-agricultural High elevation, summer €
0.62-1.47 Non-agricultural High elevation, summer f
0.29 Non-agricultural High elevation, summer 9
0.22 Non-agricultural Coastal, summer 9
0.21 Non-agricultural Forest, summer 9
0.16 Non-agricultural Forest h
0.21 Non-agricultural Wetland, summer 9
0.23 Non-agricultural Wetland, summer 9
0.63 Non-agricultural Desert, summer 9
4.75 Non-agricultural Grassland, summer 9
0.38-1.49 Urban Pittsburgh, PA; summer i
0.63-0.72 Urban Research Triangle Park, NC; fall
1.18 Urban Vinton, VA; summer &
aBuijsman et al. (1998). ¢Rattray and Sievering (2001) "McCurdy et al. (1999).
McCulloch et al. (1998). fAneja et al. (2000). ISickles et al. (1990).
¢Pryor et al. (2001). 9Langford et al. (1992). kLeaderer et al. (1999)
dTarnay et al. (2001). hLefer et al. (1999)

A preliminary draft U.S. national-scale, county-level NH; map was created by the U.S. EPA using
emissions data from the widely-used Carnegie Mellon University (CMU) NH; emissions model,
version 3. See Pinder et al., (2007) for a description of the model and application information. The map
included an empirical relationship between emissions and ambient concentration derived from field
measurements over five different land use types in North Carolina, covering the range of expected NHj;
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emissions densities. In the CMU emissions model used for this analysis, fertilized soils were included but
NH; emissions from natural (non-fertilized soils) were not because of overwhelmingly large uncertainties
in their emissions factors. Emissions from mobile sources are included in this analysis, although
uncertainties in those values are also large; see Section 2.4. above. Emissions from a small number of
counties having very low emissions rates were set to missing because their extremely low values
invalidated determination of densities in those counties.

The CMU-derived county-level NH; emissions map is shown in Figure 2-88. Differences in the
techniques for estimating NH; emissions and the very large uncertainties in NH; emissions factors and
totals complicate direct, fine-scale comparisons to other NH; emissions maps. However, both the
magnitude and areal extent of Walker’s emissions map compare very favorably to the U.S. EPA NEI
database NH; emissions map shown in Section 2.4 above.
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Figure 2-88  County-scale NH; emissions densities from the CMU inventory model.

The empirical relationship between NH; emissions and ambient NH; concentration is shown in
Figure 2-89.
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Figure 2-89.
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Ambient NH; concentration as a function of county scale NH; emissions.

The map of estimated ambient NH;3 concentration from the CMU emissions model and empirical
relationship illustrated above is shown in Figure 2-90.

Figure 2-90.
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2.9.5.5. NHsNO3

The IMPROVE network is the premier source of data about the spatial and temporal patterns of
rural and remote pNO; in the U.S. Data about urban pNO; and other particles comes primarily from the
CSN, which includes STN and others (Jayanty, 2003). Although IMPROVE began and still functions
primarily to characterize visibility impairments in protected areas, the network has been expanded several
times since its inception to include coverage of remote areas in central and western states of the U.S. to
better understand regional components of particulate pollution. Except where noted, information in this
section was derived from the IMPROVE IV Report (DeBell, 2006) with data displays created with data
and tools available at http://vista.cira.colostate.edu/views/. Much of these data and conclusions are also to
appear in Pitchford et al. (2008).

IMPROVE monitors the major fine particle components pSO,4, pNO;, crustal EC and OC, and
coarse mass concentration computed as the concentration difference PM;, minus PM, 5. An implicit
assumption is that most of the pNOj is present as NH4NOj; in the PM, 5 size range. One component of the
Big Bend Regional Aerosol and Visibility Observational (BRAVO) Study, conducted at Big Bend
National Park, TX, in the summer and fall of 1999, entailed use of detailed measurements of aerosol
chemical composition, size distribution, water growth, and optical properties to characterize the aerosol
and assess the relationships among aerosol physical, chemical, and optical properties (Schichtel, et al.,
2004). Fine pNO; accounted for <5% of the mass concentration in these samples and was present mostly
as NaNOj;. Approximately 67% of the pNOs, again inferred to be NaNOs, was found in the coarse mode
where it comprised ~8% of the mass concentration.

However, depending on the acidity of the particles, which in turn depends strongly on their SO4*
and NH," contents, higher pNO; concentrations could be found in coarse mode particles (PM.,s) than in
PM, s samples. The average pNOj content of PM, 5 and PM,q is typically ~1% in the eastern U.S. and
15.7% and 4.5%, respectively, in the western U.S. (U.S. EPA, 1996a). These values suggest that most of
the pNO; was in the PM, 5 size fraction in the studies conducted in the western U.S., but pNO; in the
studies in the eastern U.S. was mainly in the PM, ., 5 size fraction.

A year-long special study of PM,, speciation was conducted at nine IMPROVE remote area
monitoring sites during 2003 and 2004 to provide additional information about the geographic and
seasonal variations in coarse particle composition; see Malm et al. (2007). The same sampling and
analytical procedures were used for the PM;, samples as are routinely used on the IMPROVE PM, s
samples. IMPROVE PM, speciation study did not include NH;" analysis, so pNO; was assumed again to
be NH4NO;s. As expected, crustal minerals were the largest contributors to PM;, mass overall at ~60%,
and organic particles contributed ~25%. On average, NO;~ was the third largest contributor to PM,; mass
at ~8% on average for the nine monitoring sites. The sites with the highest coarse pNO; concentrations
were the two in California, San Gorgonio, 0.74 pug/m’ and Sequoia, 0.69 pg/m’, where PM, s pNO5 were
also high on average, 2.66 pg/m’ and 2.14 pg/m’ respectively. Brigantine, a coastal site in New Jersey had
the highest fraction of total PM;, pNOj at 36%. The authors speculated that Brigantine’s pNOs; was likely
NaNO;, the result of HNO; reactions with sea-salt NaCl. The nine-site average fraction of total coarse
pNO; was 26%.

Figure 2-91 shows maps of remote NH4NOj; for two years selected to demonstrate the additional
information available after expansion of IMPROVE into the central U.S. The locations of monitoring sites
supplying the data shown as color contours are shown as dot on the maps. As above, concentration
contour maps carry the caution that their isolines are provided merely to guide visual similarities among
sites reporting similar values, and should not be read to suggest any quantitative spatial interpolation
where sites do not exist. These plots, showing the so-called Midwest pNO; bulge illustrate why that
caution is always warranted.
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Figure 2-91.  IMPROVE network measured annual averaged NH4NO; concentration for 2000 (left) and for
2004 (right).

Before 2001, no IMPROVE or any other regular remote-area aerosol speciation monitoring sites
existed in the central states between northern Minnesota and Michigan to the north, and Arkansas and
Kentucky to the south. The lack of monitoring over such a large region in the center of the country hid the
largest regional distribution of particulate matter dominated by NH,NQO;, previously thought to be a
phenomenon isolated to California. However, with fewer than 6 years of complete data for this region,
insufficient information exists to test for long-term trends.

Combining IMPROVE and CSN data makes possible comparison of urban pNO; to surrounding
remote-area regional values. These are shown as paired color contour maps for IMPROVE and
IMPROVE plus CSN in Figure 2-92. U.S. EPA (2004) used the pairing of IMPROVE and CSN
monitoring sites at 13 selected areas to separate local and regional contributions to the major contributors
of PM, s, as shown for pNOs in Figure 2-93.

",
o i &
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oo B ® IMPROVE Site 0o
B IMPROVE Urban Site Puerto Rico/
© Alaska Hawaii 2 Virgin Islands

Source: http://vista.cira.colostate.edu/views

Figure 2-92.  IMPROVE and CSN (labeled STN) monitored mean NH4sNOs concentrations for 2000 through
2004.
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Figure 2-93. Regional and local contributions to annual average PM. s by pNO; for select urban areas
based on paired IMPROVE and CSN monitoring sites.

Urban pNOj; concentrations in western states are, in general, more than a factor of 2 greater than
the remote-area regional concentrations. For the Central Valley of California and Los Angeles areas, the
urban excess NH,NO; exceed regional concentrations by amounts ranging from 2 ug/m’ to 12 ug/m’. In
the region of the recently identified Midwest pNO; bulge (see Figures 2-91 and 2-92), the urban
concentrations were less than twice the background concentrations for an annual urban excess of about
1 ug/m’. Northeast and southeast of the Midwest NO; bulge, annual urban pNOs were ~1 pg/m” or less
above the remote-area regional concentrations, with warmer southern locations tending to have smaller
concentrations of both regional and urban excess pNOs.

Holland et al. (1999) developed NOx emissions trends from 1989 to 1995 and compared them to
corresponding trends in total NO; (pNO; + gas-phase HNO;) for the states in the U.S. between Louisiana
and Minnesota and east of that line based on data from 34 rural CASTNet dry deposition monitoring sites.
They reported a decrease in total NO; median values of ~8% associated with a decrease of 5.4% in non-
biogenic NOx emissions. Because of the form of total NO; assumed in this analysis, it is not possible to
determine whether this change is larger for HNO; or pNOs. For situations with limited gas-phase NH; or
with elevated temperatures, it may be assumed that the trend in total NOj is principally in HNO; with no
net change in pPNOs;. Where NH; concentrations are substantially in excess of those required to neutralize
pSO, and where temperatures are lower, this trend may be assumed to be reversed.

Potential causes of the Midwest pNO; bulge can be examined through comparison of the pNO;
areal extent to that of NOx and NH; emissions. Figure 2-94 shows a map of the annual average pNO;
concentrations (top) with a map of NH; emissions (bottom). The spatial extent of NH; emissions in the
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Midwest is strikingly similar to that of pNO; concentrations, each having regional maxima centered on
Iowa. NO and NO, emissions are high over a broad region of the country associated with the larger
population densities and greater numbers of fossil fueled EGUs to the east of the Midwest pNO; bulge.
While both NH; and HNO; are needed to form NH4NOs, the maps suggest the Midwest NO; bulge is due
primarily to the abundance of free NH3, defined as the amount beyond that required to neutralize the
acidic pSO4. By contrast, the region east of the Midwest NO; bulge might be expected to have excess
HNO; given greater emissions of NO and NO,, but apparently has a deficiency of free NH;. The few
eastern monitoring sites with locally high pNOj; (near southern Pennsylvania) are located within a small
region of high density animal agricultural sites identified as a high NH; emissions region in Figure 2-94.
Note that California’s South Coast and Central Valley have both high NH; and NO and NO, emissions,
explaining its own high pNO; concentrations.

2004 Annual
ammnO3T

Figure 2-94. Maps of spatial patterns for average annual pNO; measurements (top), and for NH; emissions
for April 2002 from the WRAP emissions inventory (bottom).

Importantly, although the Midwest pNO; bulge was not apparent before measurements were made
in its region, air quality modeling using national-scale emissions data predicted it in 1996 in CMAQ
applications for the U.S. EPA Western Regional Air Partnership (http:/www.wrapair.org). Figure 2-95
shows the CMAQ-predicted average pNO; concentration for the month of January 1996 (left panel) and
the model-predicted sensitivities of pNOj; to a 50% decrease in NH; emissions (right panel). Decreases of
~3 ug/m’ in the heart of the Midwest NO; bulge and in its areal extent were predicted as a result of the
NH; emissions decrease.
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CMAQ simulation of January monthly averaged pNO; concentration using 1996 emissions
(left), and for a 50% decrease in NH; emissions (right).
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Particulate NO; source attribution by region using CAMx modeling for six western remote area
monitoring sites Top left to right Olympic NP, WA; Yellowstone NP, WY; Badlands NP, SD;
bottom left to right San Gorgonio (W), CA; Grand Canyon NP, AZ; and Salt Creek (W), NM.
WRAP includes North Dakota, South Dakota, Wyoming, Colorado, New Mexico and all states
further west. CENRAP includes all states east of WRAP and west of the Mississippi River
including Minnesota. Eastern U.S. includes all states east of CENRAP. The Pacific Offshore
extends 300km to the west of California, Oregon, and Washington. Outside Domain refers to
the modeling domain, which extend hundreds of kilometers into the Pacific and Atlantic
Oceans and from Hudson Bay Canada to just north of Mexico City.

Several example monitoring locations distributed across the northern and southern portions of the
eastern U.S. have been selected to illustrate the attribution results from air quality simulation modeling by
source region and source type for pNO;. The modeling for this work was done with the Comprehensive
Air Model with extensions (CAMX); see http://camx.com for model code and descriptions. They include
Olympic National Park (NP), WA; Yellowstone NP, WY; and Badlands NP, SD across the north, and San
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Gorgonio Wilderness (W), CA; Grand Canyon NP, AZ and Salt Creek W, NM across the south. Pie
diagrams of pNO;j attribution results by source region for each of these sites are shown in Figure 2-96.
Based on these sites, 25% or less of the pNOs in remote areas of the Pacific coastal states is from outside
of the U.S. (Pacific Offshore and Outside of the Domain). The Outside of the Domain values are derived
by simulating the fate of the boundary condition concentrations, which for the WRAP air quality
modeling were obtained using output from the GEOS-CHEM global air quality model (Fiore et al., 2003).
By comparison, pNOs at these western sites is much more from domestic regional emission
sources, with ~60 to ~80% being from emissions within the WRAP region. For the west coast sites, ~25%
of pNOs is from a combination of Pacific Offshore emissions (i.e. marine shipping) and Outside Domain
regions. Canadian emissions are responsible for ~10 to 30% of pNO;, but Mexican emissions do not
contribute appreciably to pNO; for the three southern sites. Motor vehicles are the largest contributing
NO + NO, source category responsible for pNO; for these six WRAP sites, with a combination of point,
area, and wildfire source categories also contributing from ~10 to 50% of the WRAP regional emissions.

2.9.6. Ambient Concentrations of Relevant Sulfur Compounds

2.9.6.1. SO; and SG@z Near Urban Areas

SO, data collected from the SLAMS and NAMS networks show that the decline in SO, emissions
from EGUs has improved air quality. There has not been a single monitored exceedance of the SO, annual
ambient air quality standard in the U.S. since 2000 (U.S. EPA, 2006a). EPA’s trends data
(www.epa.gov/airtrends) reveal that the national composite average SO, annual mean ambient
concentration decreased by 48% from 1990 to 2005, with the largest single-year reduction coming in
1994-1995 (U.S. EPA, 2006a).

In 2007, there were ~500 SO, monitors reporting values to the U.S. EPA Air Quality System
database (AQS). Trace level SO, monitoring is currently required at the approximately 75 proposed
NCore sites, as noted in CFR 40 Part 58 Appendices C and D. Continued operation of existing SLAMS
for SO, using FRM or FEM is required until discontinuation is approved by the U.S. EPA Regional
Administrator. Where SLAMS SO, monitoring is required, at least one of the sites must be a maximum
concentration site for that area.

Figures 2-97 through 2-102 illustrate geospatial locations of monitors for SO,, NO,, CO, PM;,
PM, s, and O51in 2005. These locations, sited in several cities in six states, were selected as relevant for
SO, environmental effects to complement measurements from rural and remote CASTNet sites and to be
near large sources of SO,. For each state, map A of each figure shows locations of each monitor for all six
pollutants; map B of each figure shows only the SO, monitor locations. Totals for each monitor type are
included. These figures demonstrate the important point that not all SO, monitors in any Consolidated
Metropolitan Statistical Area (CMSA) are co-located with monitors for other pollutants. Two examples
are given below.

Table 2-20 lists the totals for all criteria air pollutant monitors (except Pb) in California, as well as
the subset of these monitors in San Diego County. At each of the four sites where SO, was measured,
NO,, CO, PMy,, PM, 5, and O; were also measured, with the exception of PM, 5 at one site (AQS ID
060732007) in Otay Mesa, CA. Table 2-21 lists the totals for all criteria air pollutant monitors (except Pb)
in Ohio, as well as the subset of in Cuyahoga County.

In Cuyahoga County, OH, PM;, and PM, 5 were measured at all four sites where SO, was also
measured in 2005, but O; and CO were not measured at any of those four sites; NO, was only measured at
one site (AQS ID 39050060) near Cleveland’s city center and ~0.5 km from the intersection of Interstate
Highways 77 and 90.
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Table 2-20.  Number of monitors in California and San Diego County, 2005.

SO NO: (07] co PM1o PMzs
California (all) 35 105 176 86 177 97
San Diego County 4 9 10 6 7 7

Table 2-21.  Number of monitors in Ohio and Cuyahoga County, 2005.

SO NO: 0; co PM1o PM2s
Ohio (all 31 4 49 15 49 49
Cuyahoga County 4 2 3 4 6 7

The regional distribution of SO, and SO,> concentrations through the CONUS is shown in Table
2-22. As for the country on the whole, in and around most individual CMSAs, the trends are also toward
lower SO, levels. Table 2-23 shows that many annual and even 1-h mean concentrations for the years
2003 through 2005 were consistently at or below the operating LOD of ~3 ppb for the standard sensitivity
UV fluorescence SO, monitors deployed in the regulatory networks. The aggregate mean value over all 3
years and all monitoring sites in and around the CMSAs was just above the LOD at ~4 ppb, and was
identical to the 1-h and 24-h means.

The maximum 1-h concentration observed at some sites in and around some CMSAs exceeded the
mean by a large margin, with maximum 1-h values of >600 ppb. However, the 50th percentile maximum
value outside CMSAs, 5 ppb, was only slightly greater than the 1-h, 24-h, and annual mean value, 4 ppb.
The 50th percentile maximum value inside CMSAs, 7 ppb, was 75% greater than these longer-term
averages, reflecting heterogeneity in source strength and location. In addition, even with 1-h max values
of >600 ppb, the maximum annualized mean value for all CMSAs was still <16 ppb, which is below the
current annual primary SO, NAAQS.

The strong west-to-east increasing gradient in SO, emissions described above is well replicated in
the observed concentrations in individual CMSAs. For example, Table 2-24 shows the mean annual
concentrations from 2003-2005 for the 12 CMSAs with four or more SO, regulatory monitors. Values
ranged from a reported low of ~1 ppb in Riverside, CA, and San Francisco, CA, to a high of ~12 ppb in
Pittsburgh, PA, and Steubenville, OH, in the highest SO, source region.
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Figure 2-97.  Criteria pollutant monitor locations (A) and SO, monitor locations (B), California, 2005.
Shaded counties have at least one monitor. Map A shows locations of each monitor for all six
criteria pollutants. Map B shows only the SO, monitor locations.
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Figure 2-98. Criteria pollutant monitor locations (A) and SO, monitor locations (B), Ohio, 2005. Shaded
counties have at least one monitor. Map A shows locations of each monitor for all six criteria
pollutants. Map B shows only the SO, monitor locations.
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Figure 2-99. Criteria pollutant monitor locations (A) and SO, monitor locations (B), Arizona, 2005. Shaded
counties have at least one monitor. Map A shows locations of each monitor for all six criteria
pollutants. Map B shows only the SO, monitor locations.
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Figure 2-100. Criteria pollutant monitor locations (A) and SO, monitor locations (B), Pennsylvania, 2005.
Shaded counties have at least one monitor. Map A shows locations of each monitor for all six
criteria pollutants. Map B shows only the SO, monitor locations.
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Figure 2-101. Criteria pollutant monitor locations (A) and SO, monitor locations (B), New York, 2005.
Shaded counties have at least one monitor. Map A shows locations of each monitor for all six
criteria pollutants. Map B shows only the SO, monitor locations.
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Figure 2-102. Criteria pollutant monitor locations (A) and SO, monitor locations (B), Massachusetts, 2005.

Shaded counties have at least one monitor. Map A shows locations of each monitor for all six
criteria pollutants. Map B shows only the SO, monitor locations.
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Table 2-22.  Regional distribution of SO, and SO, ambient concentrations, averaged for 2003-2005.

Concentration
Region
SO: (ppb) $042" (ug/md)
Mid-Atlantic 3.3 45
Midwest 2.3 3.8
Northeast 1.2 2.5
Southeast 1.3 41

Table 2-23.  Distributions of temporal averaging of SO; concentrations inside and outside CMSAs.

Averaging Time Percentiles
Monitor Locations n Mean Max
1 5 10 25 30 5 70 75 90 95 99

1-h MAX CONCENTRATION

Inside CMSAs 332405 13 1 1 1 3 4 7 13 16 30 45 92 714

Outside CMSAs 53417 13 1 1 1 1 2 5 10 13 31 51 116 636
1-h AVG CONCENTRATION

Inside CMSAs 7408145 4 1 1 1 1 1 2 4 5 10 15 34 714

Outside CMSAs 1197179 4 1 1 1 1 1 2 3 3 7 13 36 636
24-h AVG CONCENTRATION

Inside CMSAs 327918 4 1 1 1 1 2 3 5 6 10 13 23 148

Outside CMSAs 52871 4 1 1 1 1 1 2 3 4 8 12 25 123
ANNUAL AVG CONCENTRATION

Inside CMSAs 898 4 1 1 1 1 2 4 5 6 8 10 12 15

Outside CMSAs 143 4 1 1 1 1 2 3 4 5 8 9 13 14
AGGREGATE 3-YR AVG CONCENTRATION, 2003-2005

Inside CMSAs 283 4 1 1 1 2 3 3 5 5 8 10 12 14

Outside CMSAs 42 4 1 1 1 2 2 3 4 5 8 9 13 13

* Values are ppb. ** CMSA = Consolidate.d Metropolitan Statistical Area

The Pearson correlation coefficients (r) for multiple monitors in these CMSAs were generally very
low for all cities, especially at the lower end of the observed concentration ranges, and even negative at
the very lowest levels on the West Coast; see Table 2-24. This reflects strong heterogeneity in SO,
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ambient concentrations even within any one CMSA. At higher concentrations, the r-values were also
higher. In some CMSAs, this heterogeneity may result from meteorological effects, whereby a generally
well-mixed subsiding air mass containing one or more SO, plumes with relatively high concentration
would be more uniformly spread than faster-moving plumes with lower concentrations. However,
instrument error may also play a role, because the highest r-values, i.e., those >0.7, correspond to the
highest SO, concentrations, i.e., >6 and >10 ppb. Since the lowest SO, concentrations are at or below the
operating LOD, and demonstrate the lowest /correlation across monitors that share at least some air mass
characteristics most of the year, the unbiased instrument error in this range may be confounding
interpretation of any possible correlation. This could be because the same actual ambient value would be
reported by different monitors (with different error profiles) in the CMSA as different values in this
lowest concentration range.

To better characterize the extent and spatiotemporal variance of SO, concentrations within each of
the CMSAs having four or more SO, monitors, the means, minima, and maxima were computed from
daily mean data across all available monitors for each month for the years 2003 through 2005. Because
many of these CMSAs with SO, monitors also reported SO,*, it is possible to compute the degree of
correlation between SO,, the emitted species, and SO4>, the most prominent oxidized product from SO,.
SO,* values, however, while averaged over all available data at each site are generally available at their
monitoring sites on a schedule of only 1 in 3 days or 1 in 6 days. Furthermore, SO, and SO,>~ monitors
are not all collocated throughout the CMSAs. For each of the five example CMSAs in Figures 2-103
through 2-107, monthly aggregated values are depicted from daily means of: (a) the monthly mean,
minimum, and maximum SO, concentrations; (b) the monthly mean, minimum and maximum SO,*
concentrations; and (c) a scatterplot of SO, versus SO4>~ concentrations.

Table 2-24.  Range of mean annual SO; concentrations and Pearson correlation coefficients in urban areas
having at least four regulatory monitors, 2003-2005.

CMSA (# Monitors) Mean SO Concentration (ppb) Pearson Correlation Coefficient
Philadelphia, PA (10) 36-59 0.37-0.84
Washington, DC (5) 32-6.5 0.30-0.68
Jacksonville, FL (5) 1.7-34 -0.03-0.51
Tampa, FL (8) 20-46 -0.02-0.18
Pittsburgh, PA (10) 6.8-12 0.07-0.77
Steubenville, OH (13) 86-14 0.11-0.88
Chicago, IL (9) 24-6.7 0.04-045
Salt Lake City, UT (5) 22-441 0.01-0.25
Phoenix, AZ (4) 16-28 -0.01-0.48
San Francisco, CA (7) 14-28 -0.03 - 0.60
Riverside, CA (4) 1.3-3.2 -0.06-0.15
Los Angeles, CA (5) 14-49 -0.16-0.31
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Moving across the CONUS from highest to lowest SO, concentrations, first consider Steubenville,
OH (Figure 2-103), where the area of highest SO, concentrations of all 12 CMSAs with more than four
monitors, all monthly mean SO, concentrations (a) were substantially <30 ppb, though max daily means
in some months were often >60 ppb, or even >90 ppb. SO,*~ data (b) at Steubenville were insufficient to
make meaningful comparisons, though the 12 months of available SO,*~ data suggest no correlation with
SOZ (C)

Next, consider Philadelphia, PA (Figure 2-104). SO, in Philadelphia, PA (a) is present at roughly
one-half the monthly mean concentrations in Steubenville, OH, and demonstrates a strong seasonality
with SO, concentrations peaking in winter. By contrast, SO,*~ concentrations in Philadelphia peak in the
three summer seasons, with pronounced wintertime minima. This seasonal anticorrelation still contains
considerable monthly scatter, however.

Los Angeles, CA (Figure 2-105) presents a special case, since its size and power requirements
place a larger number of SO, emitters near it than would otherwise be expected on the West Coast.
Concentrations of SO, demonstrate weak seasonality in these 3 years, with summertime means of ~3 to 4
ppb, and maxima generally higher than wintertime ones, though the highest means and maxima occur
during the winter of 2004-2005. SO,*~ at Los Angeles shows stronger seasonality, most likely because the
longer summer days of sunny weather allow for additional oxidation of SO, to SO4*~ than would be
available in winter. Weak seasonal effects in SO, likely explain the complete lack of correlation between
SO, and SO,* here.
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Figure 2-103. Steubenville, OH, 2003-2005. (a) Monthly mean, minimum, and maximum SO, concentrations.
(b) Monthly mean, minimum, and maximum SO, concentrations. (c) Monthly mean SO42
concentrations as a function of SO, concentrations.
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Figure 2-104. Philadelphia, 2003-2005. (a) Monthly mean, minimum, and maximum SO concentrations. (b)
Monthly mean, minimum, and maximum S04 concentrations. (c) Monthly mean SO,
concentrations as a function of SO, concentrations.
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Figure 2-105. Los Angeles, 2003-2005. (a) Monthly mean, minimum, and maximum SO; concentrations. (b)
Monthly mean, minimum, and maximum SO~ concentrations. (¢) Monthly mean SO,
concentrations as a function of SO, concentrations.
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Figure 2-106. Riverside, CA, 2003-2005. (a) Monthly mean, minimum, and maximum SO, concentrations. (b)
Monthly mean, minimum, and maximum SO~ concentrations. (¢) Monthly mean SO,
concentrations as a function of SO, concentrations.
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Figure 2-107. Phoenix, 2003-2005. (a) Monthly mean, minimum, and maximum SO; concentrations. (b)
Monthly mean, minimum, and maximum SO.2- concentrations. (¢) Monthly mean SO,
concentrations as a function of SO, concentrations.

The Riverside, CA CMSA (Figure 2-106) presents the strongest example among the 12 examined
for this study of correlation between SO, and SO4>, though even here the R? value is merely 0.3.
Seasonal peaks are obvious in summertime for SO, and SO,*, both at roughly one-half the ambient
concentrations seen in Los Angeles. This is very likely due to Riverside’s geographic location just
downwind of the regionally large electric generating utility sources near Los Angeles and the prevailing
westerly winds in summer. Again, as with Los Angeles, the summertime peaks in SO,*~ are most likely
due to the combination of peaking SO, and favorable meteorological conditions allowing more complete
oxidation.
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Phoenix, AZ was the CMSA with the lowest monthly mean SO, and SO4* concentrations
examined here (Figure 2-107). In Phoenix, nearly all monthly mean SO, values were at or below the
regulatory monitors’ operating LOD of ~3 ppb. SO4*~ concentrations were equivalently low, roughly one-
half the concentrations seen in Riverside, CA, for example. The monthly mean data show strong
summertime peaks for even these very low-level SO,* observations, which, at ~1 to 3 pg/m3, were
generally one-half of those in Philadelphia. This suggests some seasonality in SO,, though anticorrelated
with SO,*"; however, the trend is very weak, as the correlation scatterplot shows.

2.9.6.2. SOz and S@3 in Rural and Remote Areas

The mean annual concentrations of SO, and SO,> from CASTNet’s long-term monitoring sites can
be compared using two 3-year periods, 1989-1991 and 2003—2005, shown in Figure 2-108 for SO, and
Figure 2-109 for SO

From 1989 through 1991 the highest ambient mean concentrations of SO, and SO~ were observed
in western Pennsylvania and along the Ohio River Valley: >20 pg/m’ (~8 ppb) SO, and >15 pg/m’ SO4*".
As with SO,, in the years since the Acid Rain Program controls were enacted, both the magnitude of
SO4> concentrations and their areal extent have significantly decreased, with the largest decreases again
along the Ohio River Valley.

IMPROVE monitors the major fine particle components including SO,”, NOs, crustal, elemental,
and organic carbon plus coarse mass concentration defined as PM ;o minus PM, 5. An implicit assumption
is that most of the pSQy is present as (NH4),SO,4. Much of the information contained below is based on
particulate elemental S used to infer the (NH4),SO4 levels. A discussion of IMPROVE S-to-pSQOy history
and trends is available (Eldred, 2001). As with data from IMPROVE used above for pNO;, and except
where noted, information in this section was derived form the IMPROVE IV Report (DeBell, 2006) with
data displays created with data and tools available at http://vista.cira.colostate.edu/views/. Much of these
data and conclusions are also to appear in Pitchford et al., 2008.

In contrast to results seen for pNOs, additional monitoring sites in the U.S. Midwestern states
produced no surprises for (NH,),SO4 concentration or areal extent. Figure 2-111 shows highest
(NH4),SO4 concentrations in the mid-Atlantic and upper southern U.S. states where annual concentrations
range3d from ~3 pg/m’ to ~6 pg/m’. The (NH4),SO, concentrations in most western U.S. states was <~1
pg/m’,

Combining IMPROVE and CSN data makes possible the comparison of urban pSO, to surrounding
remote-area regional values. These are shown as paired color contours maps for IMPROVE and
IMPROVE plus CSN in Figure 2-112. U.S. EPA (2004) used the pairing of IMPROVE and CSN
monitoring sites at 13 selected areas to separate local and regional contributions to the major contributors
of PM, 5, as shown for pSO, in Figure 2-113.

As shown in Figures 2-112 and 2-113, annual-averaged urban pSQO, concentrations were in general
not significantly greater than the regional values, with urban excess pSOy generally <~0.5 pg/m’.
Exceptions to the general case appear in Texas and Louisiana where urban excess pSO,4 concentrations
were >1pug/m’. Urban contributions were a larger fraction of the total pSO, in western U.S. states because
the regional levels were much lower there than in eastern ones. The small area decrease in pSO,4 evident
on these maps between the two eastern high concentrations regions may not be real, but cannot be verified
without speciation monitoring sites in southern Ohio, Kentucky, West Virginia, and Virginia. U.S. EPA
(2004) estimates of the contribution of local sources to pSO, were made for the same cities included for
pNO; shown above; see Figure 2-93. The east-west divide in both concentration and the regional
contribution to pSQOy is strongly apparent here.
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Source: U.S. EPA CASTNet

Figure 2-108. Annual mean ambient SO, concentration, 1989 through 1991 (top), and for 2003 through 2005
(bottom). White areas on the maps are areas where monitoring sites are absent and no
information is available.
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Source: CASTNet

Figure 2-109. Annual mean ambient SO42- concentration, 1989 through 1991 (top), and 2003 through 2005
(bottom). White areas on the maps are areas where monitoring sites are absent and no
information is available.
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Figure 2-110. IMPROVE network measured annual averaged pSO4 concentration for 2000 (top) and for 2004
(bottom). Note difference in scale.
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Source: http://vista.cira.colostate.edu/views

Figure 2-111. IMPROVE mean (NH4)2S04?- concentrations for 2000 through 2004.

Source: http://vista.cira.colostate.edu/views

Figure 2-112. IMPROVE and CSN (labeled STN) monitored mean (NH4);S04>- concentrations for 2000
through 2004.
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Figure 2-113. Regional and local contributions to annual average PM. s by pSO4 for select urban areas
based on paired IMPROVE and CSN monitoring sites.

Source attribution of the pSO, contribution to haze at Big Bend NP, TX was a primary motivation
for the BRAVO Study. Schichtel, et al. (2005) showed that during the four-month field monitoring study
(July through October, 1999) SO, emissions sources in the U.S. and Mexico were responsible for ~55%
and ~38% of the pSO, respectively. Among U.S. source regions, Texas was responsible for ~16%, eastern
U.S. ~30%, and the western U.S. ~9%. A large coal fired power plant, the Carboén facility in Mexico just
south of Eagle Pass, TX was responsible for about ~19%, making it the largest single contributor.

Modeling for a three-day pollution episode in September 1996 in the California South Coast Air
Basin (SCAB) and for another episode in January 1996 in the San Joaquin Valley (SJV) by Ying and
Kleeman (2006) has shown that ~80% of pSQO, for both regions is derived from upwind sources, with
most of the remaining local contributions associated with diesel and high-S fuel combustion. Kleeman,
et al. (1999) used a combination of measurements and modeling to show that the upwind pSO, source
region for the SCAB was over the Pacific Ocean, and this was confirmed by measurements on Santa
Catalina Island. Moreover, these particles subsequently grew with accumulation of additional secondary
aerosol material, principally NH;NOs, as they traversed the SCAB. Most the HNO; that forms pNOj; in
the SCAB is from diesel and gasoline combustion (~63%), while much of the NHj; is from agricultural
sources (~40%) and catalyst equipped gasoline combustion (~16%) and upwind sources (~18%). In the
SJV most of the HNOs that forms pNOj; is from upwind sources (~57%) with diesel and gasoline
combustion contributing most of the rest (30%), while much of the NHj is from upwind sources (~39%)
and a combination of area, soil and fertilizer sources (~52%).
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Figure 2-114. Contributions of the Pacific Coast area to the (NH,).SO4 (ug/m?) at 84 remote-area monitoring
sites in western U.S. based on trajectory regression. Dots denote locations of the IMPROVE
aerosol monitoring sites.

Using a regression analysis to find the dependence of pSO,4 concentration measured over a 3 year
period (2000-2002) at 84 western IMPROVE monitoring sites on the modeled transport trajectories to the
sites for each sample period, Xu et al. (2006) were able to infer the source regions that supplied pSO4 in
the western U.S. Among the source regions included in this analysis is the near-coastal Pacific Ocean (i.e.
a 300 km zone off the coast of California, Oregon, and Washington states). Up to 50% of the pSO4
measured at southern California monitoring sites is associated with this source region. As shown in Figure
2-114 the zone of impact from this source region includes large regions of California, Arizona, and
Nevada, possibly owing to the high S-content fuel used in marine shipping and port emissions.

The SO, attribution results of the WRAP air quality modeling (available from http://wrapair.org)
are largely in line with these empirical results, finding that the Pacific Offshore source region contributed
somewhat smaller amounts than reported by Xu et al., (2006) with concentrations at the highest affected
site in California of ~45% compared to 50% by the regression analyses and even greater differences for
more distant monitoring sites.
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Figure 2-115. pSO4source attribution by region using CAMx modeling for six western remote area
monitoring sites. Top left to right Olympic NP, WA; Yellowstone NP, WY; Badlands NP, SD;
bottom left to right San Gorgonio (W), CA; Grand Canyon NP, AZ; and Salt Creek (W), NM.
WRAP includes North Dakota, South Dakota, Wyoming, Colorado, New Mexico and all states
further west. CENRAP includes all states east of WRAP and west of the Mississippi River
including Minnesota. Eastern U.S. includes all states east of CENRAP. The Pacific Offshore
extends 300 km to the west of California, Oregon, and Washington. Outside Domain refers to
the modeling domain, which extend hundreds of kilometers into the Pacific and Atlantic
Oceans and from Hudson Bay Canada to just north of Mexico City.

Several example monitoring locations distributed across the northern and southern portions of the
western U.S. have been selected to illustrate the attribution results from the WRAP air quality simulation
modeling by source region and source type for pSO,. They include Olympic NP, WA; Yellowstone NP,
WY; and Badlands NP, SD across the north, and San Gorgonio Wilderness (W), CA; Grand Canyon NP,
AZ and Salt Creek W, NM across the south. Pie diagrams of the pSO, attribution results by source region
for each of these sites are shown in Figure 2-115. Based on these sites, >50% of the pSO, in remote areas
of the Pacific coastal states is from outside the U.S., Pacific Offshore and Outside of the Domain. The
Outside of the Domain values are derived by simulating the fate of the boundary condition concentrations,
which for the WRAP air quality modeling were obtained using output from the GEOS-CHEM global air
quality model (Fiore et al., 2003). The pSQO, fraction from the region labeled Outside of Domain is
approximately uniform throughout the western U.S. with site-to-site variation in the fraction mostly
caused by the variations in the total SO.* concentration. The more northerly sites have effects from
Canadian emissions, while the southern sites have effects from Mexican emissions. Half of the Salt
Creek, NM, pSQ, is from the domestic source emissions further to the east (CENRAP and eastern U.S.),
which also contribute ~20% to Badland pSO, concentrations. A breakout of the emission sources from
within the WRAP region by source type (not shown) has most of the emissions from point sources, with
the combination of motor vehicle, area and wildfire emissions contributing from a few percent at the
furthest eastern sites to roughly half at San Gorgonio.
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2.10. Deposition of Nitrogen and Sulfur Species Across the
Landscape

As established in Sections 2.2 and 2.3 above, total emissions of NOx and SOx have decreased
substantially in the last 35 years. Between 1970 and 2005, NOx emissions fell from 26.9 million tons per
year (Mt/yr) to 19 Mt/yr, and SO, emissions fell from 31.2 to 15 Mt/yr. These decreases in emissions led
to correlative decreases in N and S concentrations, described just above in Section 2.9, and in atmospheric
deposition of N and S species across the landscape; see the trends summarized in Figure 2-116.
Importantly, however, these very recent decreases in deposition still leave current deposition amounts,
which are a factor of 2 greater than in pre-industrial times for NO;~ and NH,", and a factor of 5 greater for
SO,*, according to modeling experiments by Luo et al. (2007).
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Figure 2-116. Trends, 1990-2005 in S (left) and N (right) deposition for 34 sites in the eastern U.S.

Deposition maps were developed by CASTNet to show the composition of dry deposition for N
and S. The maps are labeled with inferred total deposition at each site, and a pie chart showing the
relative proportion of wet and dry deposition or the chemical components of the deposition. Wet
deposition is estimated from the interpolated concentration as measured by NADP multiplied by the
measured rainfall at the site. Dry deposition is inferred from the measured ambient air concentrations of
the chemical multiplied by the dry deposition rate obtained from an inferential model of linked resistances
to derive species and location-dependent V. (See the CASTNet QAPP for more information on methods
of computing their deposition totals). Note that NHj is not included in these total N estimates because it is
not currently measured in these networks.

Data in this section are presented to show deposition across the landscape; finer-scale data and
maps of sensitive and vulnerable regions and ecosystems are presented in other sections. Data presented
in the maps and charts represent 3 year averages. For example, “89-91” is the average deposition of 1989,
1990, and 1991 for a given site. Only sites having valid total deposition for at least two of the three years
are shown and in some instances sites only met this criterion for one of the two reporting periods.
Because of differences like these, direct site-by-site comparisons are not possible everywhere.
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Figure 2-117. Total average yearly wet and dry inorganic N deposition, excepting NHs, for 2004-2006 (top)
and 1989-1991 (bottom).
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Figure 2-118. Total average yearly inorganic N deposition by species, excepting NH;, for 2004—2006 (top)
and 1989-1991 (bottom).

2.10.1. Nitrogen

For the years 2004-2006, mean N deposition was greatest in the Ohio River Valley, specifically in
the states of Indiana and Ohio, with values as high as 9.2 and 9.6 kg N/ha/yr, respectively; see Figure
2-117. Recent work by Elliott et al. (2007) using 5'"°N to trace deposition totals and isolate them to point
to mobile source type shows that for 33 NADP/NTN sites in the East and Upper Midwest, spatial
distributions of '°N concentrations were strongly correlated with NOx emissions from point sources, and
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that wet NO;~ deposition at the 33 sites considered was strongly associated with NOx emissions from the
surrounding point sources. N deposition was lower in other parts of the East, including the Southeast and
in northern New England. In the central U.S., Kansas and Oklahoma reported the highest deposition, 7.0
and 6.5 kg N/ha/yr, respectively. N deposition was generally much lower in the western U.S., where it
was highest in urban areas in southern California and Denver, CO, 4.8 and 3.3 kg N/ha/yr, respectively. It
should be noted, however, that large portions of the U.S. west of the Mississippi River are poorly covered
by the current deposition monitoring networks as the location icons on these maps make clear. Hence, the
actual degree of heterogeneity and magnitude of real deposition in much of the West is largely unknown.

Because NOx emissions decreased by ~25% between 1990 and 2005, recent N deposition is lower
compared with average deposition for the years 1989 to 1991. For 1989 to 1991, several recording
stations in the Ohio River basin reported average annual deposition rates in excess of 10 kg N/ha/yr. Data
are lacking, however, for much of the central and western U.S. and little can be said for changes between
the two reporting periods in these areas for the reasons given above. The greatest mass of N deposition
primarily occurred as wet NO;~ and NH,", followed in importance by dry HNOs, dry NH,4", and dry NO5;
see Figure 2-118. Although most deposition for both reporting periods occurred as wet deposition, there
were some exceptions, including parts of California where N deposition was primarily dry.

Figure 2-119 and Figure 2-120 show maps of wet deposition from NADP’s data and IDW
interpolation technique. pNO; concentration and wet deposition amounts track dry deposition in locations
where the two monitoring networks overlap. Thus pNO; ambient concentration and deposition are highest
in the upper Ohio River Valley, excepting the large reported pNO; deposition, in excess of 6 kg N/ha/yr
where NADP has a substantial number of monitors but CASTNet does not; see the description of the
Midwest NO; bulge in Section 2.9.6.2.

L t>24

Source: NADP, USEPA, CAMD 7/19/07

Figure 2-119. NOs;- concentration in NADP wet deposition samples, 2004-2006.
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Source: NADP, USEPA, CAMD 7/19/07

Figure 2-120. Average NOs- concentration in NADP wet deposition samples, 2004-2006.

2.10.1.1. Example of NO, and HNO3 Deposition and Flux Data from Harvard Forest

Harvard Forest is a rural site in central Massachusetts, where ambient NOx, NOy, and other
pollutant concentrations and fluxes of total NOy have been measured since 1990 (Munger et al., 1996).

An intensive study in 2000 used a TDLAS to measure NO, and HNOj;. Absolute concentrations of
HNO; were measured; and the flux inferred was based on the dry deposition inferential method that uses
momentum flux measurements to compute a V4 and derives an inferred flux (Hicks et al., 1987; Wesely
and Hicks, 1977). Direct eddy covariance calculations for HNO; were not possible because the
atmospheric variations were attenuated by interaction with the inlet walls despite very short residence
time and use of fluorinated silane coatings to make the inlet walls more hydrophobic. NO response was
adequate to allow both concentration and eddy covariance flux determination. Simultaneously, NO and
NOy eddy covariance fluxes were determined with two separate O; CL detectors, one equipped with a H,_
gold catalyst at the inlet to convert all oxidized N compounds to NO. Additionally, the measurements
include concentration gradients for NO, NO,, and O; over several annual cycles to examine their vertical
profiles in the forest canopy.

Overall, the results showed typical NO, concentrations of 1 ppb under clean-air conditions and
mean concentrations up to 3 ppb at night and 1 ppb during daytime for polluted conditions. Net positive
fluxes (emission) of NO, were evident in the daytime and negative fluxes (deposition) were observed at
night (Figure 2-121). NO fluxes were negative during the daytime and near zero at night.
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Figure 2-121. Diel cycles of median concentrations (upper panels) and fluxes (lower panels) for the
northwest clean sector, left panels) and southwest (polluted sector, right panels) wind sectors
at Harvard Forest, April-November, 2000, for NO, NO,, and 03/10. NO and O; were sampled at
a height of 29 m, and NO; at 22 m. Vertical bars indicate 25th and 27th quartiles for NO and
NO; measurements. NO; concentration and nighttime deposition are enhanced under
southwesterly conditions, as are Oz and the morning NO maximum.
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Figure 2-122. Simple NOx photochemical canopy model outputs. Left panel, concentrations of NO (dashed)
and NO; (solid); right, fluxes of NO (dashed) and NO; (solid). Symbols indicate measurement
heights for NO (29 m) and NO; (22 m) at Harvard Forest. The model solves the continuity
equation for NO concentration at 200 levels, d/dz(-Kc[dNO/dz]) = PNO-LNO, where PNO =
[NOJ/t1, LNO = [NOJ/t2, and zero net deposition or emission of NOx is allowed. NOx (NO + NO,)
is normalized to 1 ppb. t1 =70 s in this example. Due to the measurement height difference,
observed upward NO; flux due to photochemical cycling alone should be substantially larger
than observed downward NO flux attributable to the same process.

In part, the opposite NO and NO, fluxes are simply consequences of variable NO-to-NO, ratio
distributions responding to vertical gradients in light intensity and O; concentration, which resulted in no
net flux of NOx (Gao et al., 1993). In the Harvard Forest situation, the NO and NO, measurements were
not at the same height above the canopy, and the resulting differences derive at least in part from the
gradient in flux magnitude between the two inlets (Figure 2-122).
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Figure 2-123. Hourly (dots) and median nightly (pluses) NO. flux vs. concentration, with results of least
squares fit on the hourly data (curve).

At night, when NO concentrations are near zero due to titration by ambient O; there is not a flux of
NO to offset NO, fluxes. Nighttime data consistently show NO, deposition (Figure 2-123), which
increases with increasing NO, concentrations. Concentrations above 10 ppb were rare at this site, but the
few high NO, observations suggest a nonlinear dependence on concentration. The data fit a model with
V4 0of —0.08 plus an enhancement term that was second order in NO, concentration. The presence of a
second order term implies that NO, deposition rates to vegetation in polluted urban sites nearer to the
prominent sources of NO, could be considerably larger than what was observed at this rural site.

After accounting for the time of the NO-NO, null cycle during the measurement-sampling period,
the net NOx flux can be derived. Overall, there was a net deposition of NOx during the night and
essentially zero flux in the day, with large variability in the magnitude and sign of individual flux
observations. For the periods with NO, concentrations >2 ppb, deposition was always observed. These
canopy-scale field observations are consistent with a finite compensation point for NO, in the canopy that
offsets foliar uptake or even reverses it when concentrations are especially low. At concentrations above
the compensation point, NOx is absorbed by the canopy. Examination of concentration profiles
corroborates the flux measurements (Figure 2-124). During daytime for low-NOx conditions, there was a
local maximum in the concentration profile near the top of the canopy where Os has a local minimum,
which is consistent with foliar emission or light-dependent production of NOy in the upper canopy.
Depletion was evident for both NOx and O; near the forest floor. Air reaching the ground has passed
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through the canopy where uptake is efficient and the vertical exchange rates near the ground are slow. At
night, the profiles generally decreased with decreasing height above the ground, showing only uptake. At
higher concentrations, the daytime NOx concentrations were nearly constant through the canopy; no
emission was evident from the sunlit leaves.
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Figure 2-124. Averaged profiles at Harvard Forest give some evidence of some NO; input near the canopy
top from light-mediated ambient reactions, or emission from open stomates.

Figure 2-125 compares observed fluxes of all the observed species. The measured NOx and
estimated PAN fluxes were small relative to the observed total NOy flux. In clean air, HNOj; accounted
for nearly all the NOy flux and the sum of all measured species ws about equal to the NOy concentration.
However, in polluted conditions, unmeasured species were up to 25% of the NOy, and HNOs fluxes
cannot account for all the total NOy flux observed. These unmeasured NOy species likely are
hydroxyalkyl nitrates and similar compounds rapidly deposited to surfaces but not routinely measured;
see the descriptions of measurement techniques and challenges in Section 2.3. The deposition of HNO;
and multifunctional RONO, were the largest elements of the measured N dry deposition budget.
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Two key areas of remaining uncertainty were the production of HNO, over vegetation and the role
of very reactive biogenic VOCs. HNO, is important because its photolysis is a source of OH radicals, and
its formation may represent an unrecognized mechanism to regenerate photochemically active NOx from
NOj that had been considered terminally removed from the atmosphere; see the discussion in Section 2.3
above on the atmospheric chemistry of NOx and the role of oxidized N compounds in atmospheric N
transport.
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Figure 2-125. Summer (June-August) 2000 median concentrations (upper panels), fractions of NOy (middle
panels), and fluxes (lower panels) of NOy and component species separated by wind direction
(northwest on the left and southwest on the right). Vertical lines in the flux panels show 25th
and 75th quartiles of F(NOy) and F(HNOs); negative fluxes represent deposition; F(NOy) is
derived from eddy covariance F(NO) and F(NO2) measurements (corrected for photochemical
cycling), F(HNO,) is inferred, and F(NOy) was measured by eddy covariance. The sum of NOy,
HNO;, and PAN accounts for all of the NOy concentration and flux for northwesterly
(unpolluted background) flows, whereas up to 50% of NOy and F (NOy) under southwesterly
flows are in the form of N, species whose fluxes are not measured or estimated here.

2-184



2.10.2. Sulfur

For the most recent 3-year reporting period available (2004 to 2006), mean S deposition was
greatest in the eastern U.S. east of the Mississippi River, with the highest deposition of 21.3 kg S/ha/yr in
the Ohio River Valley; see Figure 2-126. Most recording stations throughout the Ohio River Valley report
3-year total S deposition averages >10 kg S/ha/yr and many other stations in the East report deposition >5
kg S/ha/yr. Data are sparse for the central and west U.S. However, where available, data indicate lower
values than in most of the East, ranging from 4.1 to 5.3 kg S/ha/yr. Total S deposition in the U.S. west of
the 100th meridian is lower, with all recording stations reporting <2 kg S/ha/yr and many reporting <1.0
kg S/ha/yr. These values can also be compared to S deposition totals from 1989-1991 in Figure 2-126.
Station-by-station comparisons between averaging periods are difficult because some stations do not have
sufficient data to report a mean for the sampling period. There are, however, clear regional decreases in S
deposition across the country. S deposition for 1989—1991 (the earliest 3-year reporting period available)
is almost uniformly greater than for the most recent 3-year average (2004—2006). Deposition since 1989—
1991 has declined throughout the Ohio River basin from a previous high of 25.4 kg S/ha/yr, and in New
England, and the Mid-Atlantic regions, consistent with the ~48% decrease in SO, emissions nationwide
between 1990 and 2005. Very little coverage for western and central U.S. was available for the 1989—
2001 reporting period, but sites with data show a similar decrease. Figure 2-127 shows that for both the
1989-1991 and 20042006 reporting periods, S was primarily deposited as wet SO,*~ followed by a
smaller proportion as dry SO, and a much smaller proportion as dry SO4".
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Figure 2-126. Total average yearly wet and dry S deposition for 2004-2006 (top) and 1989-1991 (bottom).
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Source: USEPA/CASTNET NADPANTN 2 USEPA/CAME 1070604
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Figure 2-127. Total average yearly S deposition by species for 2004-2006 (top) and 1989-1991 (bottom).
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2.11. Summary

2.11.1. Emissions and Atmospheric Concentrations

Total anthropogenic NO and NO, emissions in the U.S. in 2002 were 23.19 Tg. Combustion
chemistry at EGUs contributed ~22% of this total, and transportation-related sources contributed ~56%.
Ambient annual NOy concentrations have decreased ~35% in the period 1990-2005 to current annual
average concentrations of ~15 ppb.

Biogenic NOx sources are substantially smaller than anthropogenic ones and include biomass
burning, lightning, and soils. The NO and N,O emitted from soils as intermediate products from
denitrification can evolve either naturally or as stimulated by addition of N-containing fertilizers to crops
and other soil management practices. N,O, another member of the oxides of N family of compounds, is
also a contributor to total U.S. GHG emissions: ~6.5% on a Tg CO,e basis in 2005, and its U.S. emissions
decreased ~3% in the period 1990-2005, though there remains considerable interannual variation in this
value.

Concentrations of NO, in the CONUS from biogenic sources in the U.S., Canada, and Mexico and
from all sources elsewhere in the world are defined as policy-relevant background concentrations. On an
annual average basis, these concentrations are calculated to be <300 ppt over most of the CONUS and
<100 ppt in the eastern U.S. where NO emissions are greatest. The 24-h ambient NO, levels in CMSAs
where most of the regulatory monitors are located and where most anthropogenic emissions originate
were, on average, <20 ppb with a 99% percentile value <50 ppb for the years 2003—2005. Annual-average
NO, concentrations over the CONUS are calculated to be <5 ppb for nearly all urban and rural and remote
sites.

On a national scale, energy production at EGUs accounted for ~66% of total SO, emissions in the
U.S. in 2001-2002; ~5% of total SO, is emitted by transportation-related sources, with on-road vehicles
accounting for ~40% of the transportation fraction and off-road diesel and marine traffic together
accounting for the remainder. As with NOy, emissions of SOx have been significantly reduced in recent
years: ambient annual SOy concentrations have decreased ~50% in the period 1990-2005 and now stand
at ~4 ppb for both aggregate annual and 24-h average concentrations nationwide.

Annual-average policy-relevant background SO, concentrations in the U.S. are <10 ppt over most
of the CONUS, or <1% of observed SO, concentrations everywhere except areas in the Pacific Northwest
where geogenic SO, sources are particularly strong.

NH; emissions are chiefly from livestock and from soils as stimulated by addition of N-containing
fertilizers to crops and other soil management practices. Confined animal feeding operations and other
intensified agricultural production methods over a period of many decades have resulted in greatly
increased volumes of animal wastes high in N; 30 to 70% of these wastes may be emitted as NH;. These
increases in NH; emissions, and the consequent increases in ambient NH; concentrations and NH4+
concentration and deposition, are highly correlated geospatially with the local and regional increases in
agricultural intensity. However, estimates of total NH; emissions on national and sub-national scales
range widely owing to three complex issues: the high spatial and temporal variability in NH; emissions;
the high uncertainty in the magnitude of those emissions; and the lack of real-time, reliable, ambient NHj
monitoring techniques. Nonetheless, U.S. national NH; emissions totals have been calculated, taking into
account these three drivers of uncertainty; for 2001-2002 the national NH; emissions total from the NEI
and as corrected by methods described in Section 2.5 was 4.08 Tg/yr.

2-188



2.11.2. Field Sampling and Analysis

The coverage of the networks is very thin over large expanses of the interior U.S. and especially so
west of the 100th meridian. This lack of monitored sites increases the likelihood that significant exposure
from N and S deposition is now occurring at current atmospheric concentrations where no measurements
are available, as predicted in numerical experiments with large-scale, first-principles models of
atmospheric chemistry and physics and deposition, and as measured at some few special experimental
sites.

The instrumentation deployed at present in the routine monitoring networks for determination of
gas-phase NO, and SO, concentrations is likely adequate for determining compliance with the current
NAAQS. But in application for determining environmental effects, all these methods have important
limitations, which make them inadequate for fully characterizing the state of the atmosphere at present,
correctly representing the complex heterogeneity of N and S deposition across the landscape, and for
realistically apportioning the contributions of reduced and oxidized forms of atmospheric N and S in
driving observed biological effects at a national scale.

For example, routine NO, measurements by CL are contaminated by unknown and varying
concentrations of higher-order oxidized N species, including gas-phase HNO;, important in itself for N
deposition to the biosphere and also as a precursor to pNO3. Moreover, dry deposition of NO, NO,, and
PANSs is not at present estimated in dry deposition networks, but could account for as much as 30% of
total dry oxidized N deposition in areas near strong NOy sources. This would include estuaries and other
wetlands near large urban areas.

As concerns SO,, the present-day ambient annual average SO, concentrations are very near or even
below the operating LOD of most of the FRM monitors in the largest regulatory network. This produces
irresolvable uncertainty in these data, which may be important for environmental effects from S
compounds since they result in some cases from exposure at these current low concentrations.

Routine field sampling techniques for NH; are at present limited to integrated values from several
days to one week because higher frequency semi-continuous methods are not yet sufficiently robust to
deploy for routine operation in national networks although passive NH; samplers show excellent
potential. Estimates for the contribution of NHj to the total N deposition budget range as high as 30% of
total N, and are perhaps the dominant source of reduced N. Moreover, routine national-scale sampling and
analysis for particulate-phase NO;~, SO,>, and NH," are subject to positive and negative errors, chiefly
from the loss or production of constituent species on the surface of the filter used for the long time-
integrated measurement.

The aggregate effect of these uncertainties and errors very likely is to underestimate total N and S
atmospheric deposition and subsequent biological exposures.

2.11.3. Nitrogen and Sulfur Deposition

Increasing trends in urbanization, agricultural intensity, and industrial expansion during the
previous 100 years have produced a nearly 10-fold increase in N deposited from the atmosphere. NOx,
chiefly from fossil fuel combustion, often dominates total N pollution in the U.S. and comprises ~50 to
75% of the total N atmospheric deposition.

For the period 2004—2006, the routine monitoring networks report that the mean N deposition in
the U.S. was greatest in the Ohio River Valley, specifically in Indiana and Ohio, with values as high as 9.2
and 9.6 kg N/ha/yr, respectively. N deposition was lower in other parts of the east, including the southeast
and northern New England. In the central U.S., Kansas and Oklahoma reported the highest deposition: 7.0
and 6.5 kg N/ha/yr, respectively.
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Table 2-25.  Regional changes in wet and dry N and S atmospheric concentrations and deposition, 1989-
1991 and 2003-2005.

. . Average Average Percent
Measurement Unit Region 11998991— 2003-2005 Change*

Wet SO42 deposition kg/ha Mid-Atlantic 27 20 24
Midwest 23 16 -32

Northeast 23 14 -36

Southeast 18 15 -19

Wet SO42- concentration mg/L Mid-Atlantic 24 1.6 -33
Midwest 2.3 1.6 -30

Northeast 1.9 1.1 -40

Southeast 1.3 1.1 -21

Ambient SO2 concentration ug/m3 Mid-Atlantic 13 8.4 -34
Midwest 10 5.8 -44

Northeast 6.8 3.1 -54

Southeast 5.2 3.4 -35

Ambient SO42- concentration pg/m3 Mid-Atlantic 6.4 45 -30
Midwest 5.6 38 -33

Northeast 39 25 -36

Southeast 54 41 -24

Wet inorganic N deposition kg/ha Mid-Atlantic 5.9 5.5 -8
Midwest 6.0 55 -8

Northeast 5.3 41 -23

Southeast 43 44 +2

Wet NO3 concentration mg/L Mid-Atlantic 15 1.0 -29
Midwest 14 1.2 -14

Northeast 1.3 0.9 -33

Southeast 0.8 0.7 9

Ambient NO3~ concentration pg/m3 Mid-Atlantic 0.9 1.0 +5
Midwest 2.1 1.8 -14
Northeast 04 0.5 +20
Southeast 0.6 0.7 +17

Total ambient NO3~ concentration (NO3~ + HNO3) Hg/m3 Mid-Atlantic 3.5 3.0 -14
Midwest 4.0 35 -12

Northeast 2.0 1.7 -13

Southeast 2.2 21 -5

* Percent change is estimated from raw measurement data, not rounded; some of the measurement data used to calculate percentages may be at or below detection limits.
Source: CASTNet and the National Atmospheric Deposition Program / National Trends Network (NADP/NTN)

N deposition estimated from measurements primarily occurred in the form of wet NO; and NH,"
followed with decreasing amounts of dry HNOs, dry NH,", and dry NO; ™. Although deposition in most
areas of the U.S. occurred in wet form, there were some exceptions, including parts of California where N
deposition was primarily dry. Data are very sparse for the central U.S. between the 100th meridian and the
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Mississippi River; but where available, N deposition values there were lower than in most of the eastern
U.S., ranging from 4.1 to 5.3 kg N/ha/yr.

Estimates of total N loadings to estuaries, or to other large-scale elements in the landscape, are
computed using the measurements of wet and dry N deposition (as reported above) where these are
available, and then can be interpolated with or without a set of air quality model predictions to determine
the relative contribution from the atmosphere of various species of reduced and oxidized N. Measurement
and modeling experiments like these have shown that atmospheric inputs of N, directly to the surface of
some coastal waters are essentially equal to or greater than those contained in riverine flow in the absence
of deposition and may contribute from 20 to >50% of external N loadings to these systems. For example,
atmospheric N inputs to the northeast Atlantic coast of the U.S., the southeast Atlantic coast of the U.S.,
and the eastern Gulf of Mexico have been estimated to be 11, 5.6, and 5.6 kg N/ha/yr, respectively. More
specifically and at finer spatial scales, atmospheric N loads to great waters and estuaries in the U.S. have
been estimated to range from 2 to 8% for Guadalupe Bay, TX, on the lowest end, up to ~72% for the St.
Catherine-Sapelo estuary at the highest end (Castro et al., 2003). At Chesapeake Bay, atmospheric N is
estimated to contribute up to 30% of total N and 14% of the NH4 loadings to the Bay.

For the period 2004—2006, mean S deposition in the U.S. was greatest east of the Mississippi River
with the highest deposition amount, 21.3 kg S/ha/yr, in the Ohio River Valley where most recording
stations reported 3 year averages >10 kg S/ha/yr. Numerous other stations in the East reported S
deposition >5 kg S/ha/yr. Total S deposition in the U.S. west of the 100th meridian was relatively low,
with all recording stations reporting <2 kg S/ha/yr and many reporting <1 kg S/ha/yr.

S was primarily deposited in the form of wet SO4> followed in decreasing order by a smaller
proportion of dry SO, and a much smaller proportion of deposition as dry SO,*". However, these annual S
data in the western U.S., like those for N deposition, are derived from measurements in networks with
many fewer nodes in the West than in the East and so cannot represent all subregions in the West.

Table 2-25 lists separate concentration and deposition totals for wet and dry N and S species in 4
sub-regions of the U.S. as annual averages for the years 1989—1991 and 2003-2005 as a summary of the
foregoing data. Note that the U.S. West region is not present in this table owing to the dearth of annual-
scale measured concentration and deposition data at a sufficient number of sites to compare to those in the
eastern and Midwestern regions. Data on concentrations and deposition for individual years are available
at some sites in the West, as described for those specific cases in Sections 2.9 and 2.10 above. In
summary, measured N deposition in the West ranges from lows in the Pacific Northwest of between 1 and
2 kg N/ha/yr (N) (http://nadp.sws.uiuc.edu) to highs in the Sierra Nevada and San Bernardino Mountains
in California of 20 to 40 kg N/ha/yr (total N) (Fenn et al., 2002 and 2003; Bytnerowicz et al., 2002), and
may be higher in particular locations for some sub-annual seasons.
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Chapter 3. Ecological and
Other Welfare Effects

This chapter is organized into four sections. The introduction (Section 3.1) frames the organizing
principle of this chapter and several basic concepts of ecology. A discussion of acidification is presented
in Section 3.2. N enrichment is discussed in Section 3.3. Lastly, other welfare effects are presented in
Section 3.4, including interactions between S deposition and Hg methylation and direct gas-phase injury
to vegetation.

3.1. Introduction to Ecological Concepts

3.1.1. Critical Loads as an Organizing Principle for Ecological Effects
of Atmospheric Deposition

This chapter uses the critical loads concept as an organizing principle. The components that are
necessary to develop a critical load provide a conceptual framework for linking atmospheric pollutants to
ecological endpoints that indicate impairment. The generally accepted definition of a critical load of
atmospheric pollutant deposition emerged from a pair of international workshops held in the late 1980s .
The workshop participants defined a critical load as:

“A quantitative estimate of an exposure to one or more pollutants below
which significant harmful effects on specified sensitive elements of the
environment do not occur according to present knowledge.”

The development of a quantitative critical load estimate requires a number of steps. An illustrative
example of the eight general steps is shown in Table 3-1. A more detailed description of these steps is
given in Annex D.

This chapter presents information with a focus on the following questions:

*  What is the disturbance?

= What receptors are affected?

=  What indicator organisms are (or previously were) present and observable?

= What chemical indicators are changing and can be measured?

*  What atmospheric pollutant is driving the changes in the chemical indicators?

It is important to recognize that there is no single “definitive” critical load for a natural resource.
Critical loads estimates reflect the current state-of-knowledge and policy priorities. Changes in scientific
understanding may include, for example, new dose-response relationships; better resource maps and
inventories; larger survey datasets; continuing time-series monitoring; and improved numerical models.
Changes in the policy elements may include: new mandates for resource protection; focus on new
pollutants; and inclusion of perceived new threats that may exacerbate the pollutant effects (e.g., climate
change).
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Table 3-1. An example of the matrix of information that must be considered in the definition and
calculation of critical loads (see discussion in text). Note that multiple alternative biological
indicators, critical biological responses, chemical indicators, and critical chemical limits

could be used.

1) Disturbance Acidification Eutrophication
2) Receptor Forest Lake Grassland Lake
3) Biological Sugar Norway Brook trout Fish species | Species Primary
indicator Maple Spruce richness diversity | productivity
) SE}LCSL A Failure to Seedling | Presence Species Species Excess
’ response reproduce death absence loss loss productivity
5) Chemical Soil % Base| Soil Ca/Al | Lakewater | Lakewater | Soil C/N | Lakewater
' indicator Saturation ratio ANC ANC ratio NO,